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Abstract

In mobile networks, the assignment of base stations to controllers when planning the network has a strong impact on network performance. In a previous paper, the authors formulated the assignment of base stations to packet controllers in GSM-EDGE Radio Access Network (GERAN) as a graph partitioning problem, which was solved by a heuristic method. In this paper, an exact method is presented to find optimal solutions that can be used as a benchmark. The proposed method is based on an effective re-formulation of the classical integer linear programming model of the graph partitioning problem, which is solved by the branch-and-cut algorithm in a commercial optimization package. Performance assessment is based on an extensive set of problem instances built from data of a live network. Preliminary analysis shows some properties of the graphs in this problem justifying the limitations of heuristic approaches and the need for more sophisticated methods. Results show that the proposed method outperforms classical heuristic algorithms used for benchmarking, even under runtime constraints. Likewise, it improves the efficiency of exact methods previously applied to similar problems in the cellular field.
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1. Introduction

Due to their large size and heterogeneity, mobile telecommunications networks have a hierarchical structure for the sake of scalability. In these networks, new elements have to be continuously added to cope with the steady growth of traffic demand. The inclusion of these elements often forces a re-configuration of network hierarchy to balance the load in higher layers. To maximize network performance, given the capacity constraints, it is therefore necessary to find the best clustering of elements in lower layers to be assigned to elements of a higher level.

One of these clustering problems is the assignment of base stations to packet control units (PCUs) in a base station controller (BSC) in GERAN [1]. Each BSC has a certain number of PCUs, responsible for the control of packet-data traffic, to which the base stations (or cells) of the BSC have to be associated. This assignment has a strong impact on the quality of packet-data services. Every change of serving cell experienced by a user of these services (event known as a cell re-selection) causes an interruption of the data flow. As not all cells are connected to the same PCU, a cell re-selection might cause the re-allocation of the associated data flow to a different PCU. Field trial results have shown that inter-PCU cell re-selections cause far longer service breaks than intra-PCU cell re-selections [2]. Hence, the PCU plan should minimize the number of inter-PCU re-allocations when a cell re-selection takes place. At the same time, the PCU plan should also ensure that the load of all PCUs is within certain limits.

As already recognized in [3], the cell-to-PCU assignment problem (CPAP) can be formulated as a classical graph partitioning problem (GPP). As the GPP is known to be NP-complete [4], many heuristic algorithms have been proposed to find good solutions efficiently [5]. Results from the application of several heuristic algorithms to the CPAP are presented in a companion paper [6]. However, in most cases, the quality of these solutions remains unknown, since
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it is normally not possible to find the optimal solution for graphs of practical size in reasonable time. Thus, the analysis is often limited to the comparison between different heuristics, where the solution of the multi-level refinement algorithm \[7,8\] is used as a benchmark. In this paper, it is taken advantage of the fact that, unlike graph partitioning problems in other fields, the size of graphs handled in the CPAP is limited. At the same time, CPAP graphs have several peculiarities that degrade the performance of classical heuristic approaches, which justifies the use of more sophisticated methods.

The advent of increased computing capabilities and powerful optimization tools has boosted the interest in exact graph partitioning algorithms. Thus, several studies have evaluated exact algorithms over random graphs \[9\] or graphs from VLSI circuit design, compiler design and supercomputing applications \[10–12\]. However, to the authors’ knowledge, no comprehensive study has evaluated these algorithms on graphs derived from the design of a live cellular network. In the mobile network literature, the only attempts were made in \[13\] and \[14\], where the problem of assigning cells to switches and location areas was formulated by a simple integer linear programming (ILP) model, which was later solved by a branch-and-cut algorithm \[15\]. However, performance assessment was based on a simplistic network model assuming a regular hexagonal cell geometry. Likewise, results from exact graph partitioning algorithms reported in other fields might not be applicable, since CPAP graphs have some important differences (as will be shown later).

In this paper, an exact method is proposed for finding optimal solutions to the CPAP. The proposed method is based on the classical ILP model of the GPP \[16\], which is re-formulated to reduce model symmetry by combining the approaches suggested in \[9\] and \[12\]. The resulting model is solved by the branch-and-cut algorithm in a commercial optimization package. As such an approach is classical from the theoretical perspective, the analysis is focused on computational issues. Unlike previous work, performance assessment is based on an extensive set of problem instances constructed with data taken from a real network. To justify the study, a preliminary analysis highlights some unique features of the GPP instances in the CPAP. During the subsequent assessment process, the proposed method is compared with three heuristics widely used for benchmarking purposes: the randomized greedy graph growing partitioning algorithm with greedy refinement \[17\], the multi-level refinement algorithm \[7\] and the evolutionary multi-level search \[18\]. Results will confirm that the proposed approach can be used by network operators to solve the CPAP in live networks.

As pointed out in \[6\], the problem considered here (i.e., the assignment of PCUs in GERAN) should only be considered as an example of clustering problem in mobile network design. Hence, the main contributions of this work are: a) an analysis of the properties of real graphs from cellular network design, justifying the need for more sophisticated graph partitioning methods and which can be used by other researchers to design more effective clustering algorithms for cellular networks, b) an effective ILP model of the graph partitioning problem, which updates classical models with new techniques to reduce model symmetry, and c) a performance analysis of a state-of-the-art ILP solver in a popular commercial optimization suite, which, unlike previous studies, is done over real problem instances. The presented analysis, models and techniques can easily be extended to many other clustering problems arising in mobile network structuring.

The rest of the paper is organized as follows. Section 2 surveys previous work on related topics. Section 3 presents several ILP formulations of the CPAP. Section 4 outlines the branch-and-cut algorithm used to solve ILP models. Section 5 presents the results of the proposed method over a network model built from data of a live GERAN system. Finally, the main conclusions of the study are summarized in section 6.

2. Related Work

The clustering of elements in the different layers of the network hierarchy is the core of hierarchical structuring of large telecommunication networks. Such a problem can be solved as a graph partitioning problem, for which many algorithms have been conceived in domains as diverse as supercomputing \[5\], image processing \[19\], compiler design \[10\], integrated circuit design \[20\] and inter-networking \[21\]. The following paragraphs review graph partitioning methods based on exact and approximation algorithms, paying special attention to those applied to wireless networks.

In the graph partitioning literature, several exact algorithms can be found based on implicit enumeration. In \[22\], a polynomial algorithm is presented for the k-cut problem in graphs without vertex weights and fixed k. \[16\] presents an integer linear programming model for the problem, which can be solved by a branch-and-cut algorithm. Such a model is extended in \[9\] to graphs with vertex weights and capacity constraints for subdomains (a.k.a. node capacitated problem). As shown here, the resulting programming model is symmetrical in the subdomains and a simple heuristic based on fixing vertices in subdomains is proposed there to reduce model symmetry. In \[23\] and \[10\], separation heuristics are proposed to add valid inequalities to the model to improve the efficiency of enumeration algorithms. \[24\] presents a linear time algorithm that removes redundant parts of the branch-and-cut tree produced by the symmetry. In \[25\], column generation and a specialized branching technique are proposed for the capacitated graph partitioning problem. In \[26\], an improved branch-and-bound algorithm is presented for exact graph partitioning based on lower bounds for the multicommodity flow problem. Nevertheless, most exact methods have problems to solve instances with more than a few hundreds of vertices and edges. Alternatively, a heuristic solution can
be obtained quickly by general-purpose optimisation algorithms, namely simulated annealing [27], tabu search [28], genetic algorithms [29] and linear programming [30]. It is worth noting that, although several approximation algorithms have been reported for uncapacitated versions of the problem (e.g., min $k$-cut [31], balanced min $k$-cut [32]), to the authors’ knowledge, there is no such algorithm for the capacitated min $k$-cut problem.

The previous algorithms have been used in cellular networks to assign cells to base station controllers [33], mobile switching centers [13,34–36] and location areas [37–40,14,41,36,42–44]. These problems have several important differences with the problem considered here. The assignment of controllers and switches during network planning differs from the planning of PCUs in the inclusion of cabling costs from the backhaul network in the objective function. Moreover, when optimizing such assignments during network operation, operators have to keep the number of changes to a minimum, since any cell re-allocation requires changing the backhaul network. In [18], an integer programming model is proposed for the optimal assignment of cells to switches in greenfield design. The previous model is modified in [33] to improve an existing assignment of cells to BSCs. In the latter, model symmetry is reduced by taking advantage of the limited number of changes. Likewise, location area planning differs from the problem here in that: a) the number of subdomains is not fixed, b) the cost function has an additional term increasing with the number of vertices per subdomain (paging cost), and c) there is no need to restrict the weight imbalance ratio between subdomains.

In [43], location area planning is modeled as a set covering problem and solved by a greedy algorithm, which is especially suited for dynamic re-planning of location areas. In [14], an integer programming model for location area planning is tested on planar graphs based on a regular grid. In [44], a pseudo-approximation algorithm based on region growing is proposed for location area planning. Such an algorithm achieves an approximation factor for the overall signaling cost of $c \ln(n+1)$, where $n$ is the number of cells and $c$ is an arbitrary constant, but to a problem (different from the original one) where weight constraints have been increased (i.e., relaxed) by a factor of $c/(c+1)$.

In large wireless ad-hoc networks, clustering is used to build a hierarchical structure to simplify network routing [45]. For this purpose, nearby nodes are aggregated into groups represented by a designated node known as cluster head. Some major differences compared to the problem considered here are that, in these networks, a) a node might belong to several subdomains, b) the subgraph of each subdomain must be connected, c) the number of subdomains is not fixed, d) distributed algorithms are preferred, and, most importantly, e) the cost to be minimized not only considers the edge cut (communication exchange between clusters), but also the number of hops of internal paths within a subdomain (delay), the distance between nodes in the same cluster (power consumption) and the number of articulation vertices (reliability). In [46], a two-step approach is proposed to structure an OSPF-based ad-hoc network. First, a multi-level graph partitioning algorithm is used to define balanced subdomains with minimal inter-domain traffic. Then, a heuristic algorithm tailors the solution to OSPF specific needs. In [47], a distributed graph partitioning algorithm is presented to find optimal $k$-way partitions with respect to a broad range of cost functions in a wireless sensor network. In [48], an approximate graph partitioning algorithm is proposed to build perfectly balanced and connected subdomains in a wireless sensor network. All these algorithms are not applicable to the problem considered here.

3. Problem Formulation

In the CPAP, the aim is to minimize the number of cell re-selections (CRs) between cells in different PCUs, while keeping the load of all PCUs in the BSC within certain limits. This problem can be formulated as a graph partitioning problem [5]. In this approach, the BSC service area is modeled by an undirected weighted graph, whose vertices represent the cells in the BSC and edges represent the adjacencies between cells. The weight of each vertex denotes its contribution to the load of the CPU in terms of the number of time slots (TSLs) devoted to data traffic, while the weight of each edge denotes the number of users performing a CR between cells on its ends, which can be estimated directly from handover statistics [3]. The partitioning of the graph performed by grouping vertices into a fixed number of disjoint subsets, $k$, referred to as subdomains, reflects the assignment of cells to PCUs. Any partition defines a set of edges that join vertices in different subdomains, referred to as a multi-cut, $\delta$, which represents those adjacencies between cells on different PCUs. Thus, the quality of a partition is defined by the sum of the weights of edges in the multi-cut, referred to as edge cut, and the ratio of weights of the most heavily loaded and the most lightly loaded subdomains, referred to as weight imbalance ratio.

The CPAP can be modeled as a bounded, min-$k$ cut problem [21], described as follows. Let $G = (V, E)$ be an undirected weighted graph, consisting of a set of vertices $V$ and edges $E$. Let $\omega_i$ be the weight of vertex $i$ and $\gamma_{ij}$ the weight of edge $(i,j)$. Let $B_{aw}$ and $B_{rw}$ be real numbers defined as absolute and relative weight bounds, such that $0 < B_{aw} \leq \sum_{i \in V} \omega_i$ and $1 < B_{rw} < \infty$. The problem stands for the partition of $V$ into $k$ subdomains, $V_1, V_2, \ldots, V_k$, such that

$$\|V_n\| \triangleq \sum_{i \in V_n} \omega_i \leq B_{aw} \quad \forall \ n \in \{1,2,\ldots,k\} \quad (1)$$

(i.e., the weight of each subdomain is bounded),

$$\min_{\{i \in [1,k]\}} \frac{\max_{\{i \in [1,k]\}} \|V_i\|}{\|V_i\|} \leq B_{rw} \quad (2)$$

(i.e., the weight imbalance ratio is bounded) and
The previous problem can be formulated as an ILP model, for which several different formulations exist. In contrast to Linear Programming (LP), the selection of a good model in ILP is of crucial importance for solving the problem efficiently. In the following paragraphs, three different ILP models are presented for the CPAP as a result of different actions to simplify or improve the initial formulation. Hereafter, \(|V|\) is the number of cells in the BSC, \(|E|\) is the number of adjacencies in the BSC and \(N\) is the set of PCUs in the BSC, \(\{1, 2, \ldots, k\}\).

### 3.1. General Model

A natural starting point is to define variables describing which cells and adjacencies lie within each PCU [13]. Let \(X_{in}\) be binary variables that reflect the decision to assign cell \(i\) to PCU \(n\), such that

\[
X_{in} = \begin{cases} 
1 & \text{if cell } i \text{ is assigned to PCU } n, \\
0 & \text{otherwise}. 
\end{cases} \tag{4}
\]

Let \(Y_{ij}\) also be binary variables that reflect whether adjacency \((i, j)\) does not contribute to the edge cut, such that

\[
Y_{ij} = \begin{cases} 
1 & \text{if cell } i \text{ and } j \text{ belong to the same PCU}, \\
0 & \text{otherwise}. 
\end{cases} \tag{5}
\]

The single-homing constraint forces that each cell must be assigned to only one PCU, and therefore

\[
\sum_{n \in N} X_{in} = 1 \quad \forall i \in V. \tag{6}
\]

The maximum number of data TSLs in a PCU is limited by physical hardware capabilities, leading to a constraint on the maximum subdomain weight as

\[
\sum_{i \in V} \omega_i X_{in} \leq B_{aw} \quad \forall n \in N. \tag{7}
\]

Following operator demand, the load must be evenly balanced among PCUs. Thus, a maximum weight imbalance is permitted between PCUs. This constraint can be expressed as

\[
\sum_{i \in V} \omega_i X_{im} \leq B_{rw} \quad \forall m, n \in N, m \neq n, \tag{8}
\]

which can be transformed into the linear constraint

\[
\sum_{i \in V} \omega_i X_{im} - B_{rw} \sum_{i \in V} \omega_i X_{in} \leq 0 \quad \forall m, n \in N, m \neq n. \tag{9}
\]

The variables \(X_{in}\) and \(Y_{ij}\) are not independent, but are logically connected by a conjunctive operator in a constraint of the form

\[
Y_{ij} = \sum_{n \in N} X_{in} X_{jn} \quad \forall (i, j) \in E. \tag{10}
\]

Thus, \(Y_{ij}\) equals 1 only if \(X_{in}\) and \(X_{jn}\) are both 1 for any \(n\) (i.e., cells \(i\) and \(j\) belong to the same PCU). Constraint (10) is not linear, but quadratic. The problem is thus a quadratic integer programming problem, which can not be solved by standard ILP techniques. However, it is possible to convert (10) into a linear program by extending the variable and constraint set [13]. Let \(Z_{ijn}\) be new binary variables defined as

\[
Z_{ijn} = X_{in} X_{jn} \quad \forall (i, j) \in E, n \in N, \tag{11}
\]

which equals 1 if cells \(i\) and \(j\) are assigned to PCU \(n\), 0 otherwise. This non-linear constraint can be disaggregated into the set of linear constraints

\[
Z_{ijn} \leq X_{in}, \quad \forall (i, j) \in E, n \in N, \tag{12}
\]

\[
Z_{ijn} \leq X_{jn}, \quad \forall (i, j) \in E, n \in N, \tag{13}
\]

\[
Z_{ijn} \geq X_{in} + X_{jn} - 1, \quad \forall (i, j) \in E, n \in N, \tag{14}
\]

\[
Z_{ijn} \geq 0, \quad \forall (i, j) \in E, n \in N. \tag{15}
\]

The objective function can be interchangeably defined as

\[
\text{Min} \sum_{i \in V} \sum_{j \in V} \gamma_{ij} (1 - \sum_{n \in N} Z_{ijn}) \tag{16}
\]

(i.e., minimize the number of handovers between cells in different PCUs) or

\[
\text{Max} \sum_{i \in V} \sum_{j \in V} \gamma_{ij} \sum_{n \in N} Z_{ijn} \tag{17}
\]

(i.e., maximize the number of handovers between cells in the same PCU).

The resulting model, denoted as general model (GM), is summarized as follows.
where $X_{in}$ and $Z_{ijn}$ are binary variables reflecting the assignment of base station $i$ and adjacency $(i,j)$ to PCU $n$, respectively. (18) reflects the goal of maximizing the number of users moving between base stations assigned to the same PCU. (19) ensures that any base station is assigned to a single PCU. (20) reflects the capacity limit of the PCU in terms of the maximum number $B_{uw}$ of TSLs dedicated to packet-data services, while (21) enforces that the load is evenly balanced between PCUs by limiting the maximum imbalance ratio $B_{uw}$ between PCUs. (22)–(24) show the dependency between decision variables by means of linear constraints and (25)–(26) are the binary constraints.

It can easily be deduced that the number of variables and constraints in GM is

$$N_{\text{var,GM}} = k \left( |V| + |E| \right),$$

$$N_{\text{const,GM}} = N_{\text{var,GM}} + |V| + k + 2 \sum_{n=1}^{k-1} n + 3k|E|,$$

where $k$ is the number of PCUs, $|V|$ is the number of base stations in the BSC and $|E|$ is the number of bi-directional adjacencies. In (28), note that $N_{\text{var,GM}}$ out of $N_{\text{const,GM}}$ constraints are integrality constraints.

### 3.2. General Models without Symmetry

The model GM necessarily has multiple optimal solutions, since any interchange in the PCU index $n$ leads to indistinguishable solutions. This symmetry in the model is known to degrade the performance of enumeration algorithms used to solve the ILP model [49]. To avoid redundant solutions, a new set of $k-1$ constraints can be included to force the number of base stations in the PCUs not to increase with the PCU index [49,12]. The resulting model, referred to as general model without symmetry 2 (GMS2), is described as

$$\text{Max} \sum_{(i,j) \in E} \gamma_{ij} \sum_{n \in N} Z_{ijn} \quad (29)$$

subject to

$$\sum_{n \in N} X_{in} = 1, \quad \forall i \in V, \quad (30)$$

$$\sum_{i \in V} \omega_i X_{in} \leq B_{uw}, \quad \forall n \in N, \quad (31)$$

$$\sum_{i \in V} \omega_i (X_{in} - B_{uw} X_{in}) \leq 0, \quad \forall m, n \in N, \quad (32)$$

$$\sum_{i \in V} \omega_i (X_{in} - B_{uw} X_{in}) \leq 0, \quad \forall m, n \in N, \quad (33)$$

$$Z_{ijn} \leq X_{in}, \quad \forall (i,j) \in E, \forall n \in N, \quad (34)$$

$$Z_{ijn} \leq X_{in}, \quad \forall (i,j) \in E, \forall n \in N, \quad (35)$$

$$Z_{ijn} \geq X_{in} + X_{jn} - 1, \quad \forall (i,j) \in E, \forall n \in N, \quad (36)$$

$$X_{in} \in \{0,1\}, \quad \forall i \in V, \forall n \in N, \quad (37)$$

$$Z_{ijn} \in \{0,1\}, \quad \forall (i,j) \in E, \forall n \in N, \quad (38)$$

where the model symmetry is broken by simply adding the new constraints (33).

Alternatively, the symmetry can be reduced by assigning any one base station (e.g., $v$) to any one PCU (e.g., 1) [9]. This is easily accomplished by adding the constraint $X_{v1} = 1$. Fixing the assignment of a particular cell to a PCU implies that the set of variables $X_{vn} : n \in N$ and $Z_{vnj} : (v,j) \in E, n \in N$ can be deleted from the model, together with the constraints on these variables. To reduce symmetry further, a new set of $k-2$ constraints is included to force the number of cells in the remaining PCUs not to increase with the PCU index [49,12]. Formally, the new model, denoted as general model without symmetry 1 (GMS1), is described as

$$\text{Max} \sum_{(i,j) \in E} \gamma_{ij} \sum_{n \in N} Z_{ijn} \quad (39)$$

subject to

$$\sum_{n \in N} X_{in} = 1, \quad \forall i \in V, i \neq v, \quad (40)$$

$$\sum_{i \in V, i \neq v} \omega_i X_{in} \leq B_{uw} - \omega_v, \quad (41)$$

$$\sum_{i \in V, i \neq v} \omega_i X_{in} \leq B_{uw}, \quad \forall n \in N, n \neq 1, \quad (42)$$

$$\sum_{i \in V, i \neq v} \omega_i X_{in} + \omega_v - B_{uw} \sum_{i \in V, i \neq v} \omega_i X_{in} \leq 0, \quad \forall n \in N, n \neq 1, \quad (43)$$

$$\sum_{i \in V, i \neq v} \omega_i X_{in} - B_{uw} \left( \sum_{i \in V, i \neq v} \omega_i X_{in} + \omega_v \right) \leq 0, \quad \forall n \in N, n \neq 1, \quad (44)$$

$$\sum_{i \in V, i \neq v} \omega_i X_{in} - B_{uw} \sum_{i \in V, i \neq v} \omega_i X_{in} \leq 0, \quad \forall m, n \in N, m \neq 1, m \neq n, \quad (45)$$

$$\sum_{i \in V} (X_{in} - X_{i,n+1}) \geq 0, \quad \forall n \in 2, \ldots, k-1, \quad (46)$$

where the model symmetry is broken by simply adding the new constraints (33).
where $V(v)$ and $E(v)$ are the neighbor cells and adjacencies of cell $v$, respectively. Note that, compared to GMS1, (31) is split into (41) and (42), (32) is split into (43)-(45) and (33) is substituted by (46).

The number of variables and constraints in GMS1 and GMS2 is

$$ N_{\text{var}}_{\text{GMS1}} = k (|V| + |E|), $$

$$ N_{\text{const}}_{\text{GMS1}} = N_{\text{var}}_{\text{GMS1}} + |V| + 2 \sum_{n=1}^{k-1} n + (k - 1) + 3k|E|, $$

$$ N_{\text{var}}_{\text{GMS2}} = k(|V| - 1 + |E| - |E(v)|), $$

$$ N_{\text{const}}_{\text{GMS2}} = N_{\text{var}}_{\text{GMS2}} + |V| + 2 \sum_{n=1}^{k-1} n + (k - 2) + 3k(|E| - |E(v)|). $$

Note that GMS2 has slightly less variables and constraints than GMS1.

### 3.3. Alternative Model

The number of variables in the model can be reduced by evaluating only whether both source and target base stations in an adjacency are assigned to the same PCU (i.e., whether an edge is not in the edge cut), regardless of to which PCU are assigned. Thus, variables $Z_{ijn}$ are substituted by variables $Y_{ij}$, such that $Y_{ij} = 1$ if base stations $i$ and $j$ are in the same PCU, 0 otherwise. The resulting model, obtained by modifying (39) and (47)-(49) in GMS2, is

$$ Z_{ijn} \leq X_{in}, \quad \forall (i,j) \in E - E(v), \forall n \in N, \quad (47) $$

$$ Z_{ijn} \leq X_{jn}, \quad \forall (i,j) \in E - E(v), \forall n \in N, \quad (48) $$

$$ Z_{ijn} \geq X_{in} + X_{jn} - 1, \forall (i,j) \in E - E(v), \forall n \in N, \quad (49) $$

$$ X_{in} \in \{0,1\}, \quad \forall i \in V, \ i \neq v, \forall n \in N, \quad (50) $$

$$ Z_{ijn} \in \{0,1\}, \quad \forall (i,j) \in E - E(v), \forall n \in N, \quad (51) $$

Max

$$ \sum_{j \in V(v)} \gamma_{0j}X_{ij} + \sum_{(i,j) \in E - E(v)} \gamma_{ij}Y_{ij} $$

s.t.

$$ X_{in} = 1, \quad \forall i \in V, i \neq v, \quad (56) $$

$$ \sum_{i \in V, i \neq v} \omega_{i}X_{in} \leq B_{aw} - \omega_{v}, \quad (57) $$

$$ \sum_{i \in V} \omega_{i}X_{in} \leq B_{aw}, \quad \forall n \in N, n \neq 1, \quad (58) $$

$$ \omega_{i}X_{in} + \omega_{v} - B_{rw} \sum_{i \in V, i \neq v} \omega_{i}X_{in} \leq 0, \quad \forall n \in N, n \neq 1, \quad (59) $$

$$ \omega_{i}X_{in} - B_{rw} \left( \sum_{i \in V, i \neq v} \omega_{i}X_{in} + \omega_{v} \right) \leq 0, \quad \forall n \in N, n \neq 1, \quad (60) $$

$$ \omega_{i}X_{in} - B_{rw} \sum_{i \in V, i \neq v} \omega_{i}X_{in} \leq 0, \quad \forall n, m \in N, m, n \neq 1, \forall m \neq n, \quad (61) $$

$$ \sum_{i \in V} (X_{in} - X_{i,n+1}) \geq 0, \quad \forall n \in N, m, n \neq 1, \forall m \neq n, \quad (62) $$

$$ Y_{ij} \geq X_{in} + X_{jn} - 1, \forall (i,j) \in E - E(v), \forall n \in N, \quad (63) $$

$$ Y_{ij} \leq X_{in} - X_{jn} + 1, \forall (i,j) \in E - E(v), \forall n \in N, \quad (64) $$

$$ Y_{ij} \leq X_{jn} - X_{in} + 1, \forall (i,j) \in E - E(v), \forall n \in N, \quad (65) $$

$$ X_{in} \in \{0,1\}, \quad \forall i \in V, i \neq v, \forall n \in N, \quad (66) $$

$$ Y_{ij} \in \{0,1\}, \quad \forall (i,j) \in E - E(v). \quad (67) $$

From (54) and (69), it can be deduced that AM has $(k-1)(|E| - |E(v)|)$ less variables than GMS2.

### 4. Solution Algorithm

The algorithm used by most optimisation packages to solve integer programming problems is the branch-and-bound (BB) algorithm [50]. This algorithm follows an enumerative approach based on the ‘divide and conquer’ principle. The method starts by considering the original problem, for which lower and upper bounds for the optimal value are computed. This is done by solving the LP-relaxation of the problem, where the integrality constraints are removed. If both bounds coincide, an optimal solution has been found for the problem and the procedure terminates. Otherwise, the original problem is subdivided into several subproblems. This is accomplished by subdividing the space of feasible solutions into two or more regions, which together cover the whole feasible space. The algorithm is
applied recursively to the subproblems, generating a tree of subproblems. If an optimal solution is found to any of these subproblems, it is a feasible solution to the full problem, but it is not necessarily globally optimal. These feasible solutions can be used to prune the rest of the tree based on the bounds of the other problems. The search proceeds until all nodes in the tree have been solved or pruned, or until some specified threshold is met between the best value found so far and the lower bounds on all unsolved subproblems.

The BB algorithm is often combined with cutting planes methods [15], which is commonly referred to as branch-and-cut (BC) algorithm. The main idea behind cutting planes is to add constraints to the LP-relaxation of the problem until the optimal feasible solution takes on integer values. These additional constraints (referred to as cuts) must ensure that every feasible integer solution for the original problem is feasible for the cut and the current fractional solution is not feasible for the cut. Thus, a better lower bound for the problem can potentially be achieved. Cutting planes are iteratively added until either an integer solution is found or it becomes too expensive to find another cutting plane. In the latter case, a traditional branch operation is performed and the search for cutting planes continues on the subproblems. The use of cutting planes reduces the number of nodes in the tree, which improves the efficiency of the enumeration process.

To speed up the search, an initial heuristic solution (referred to as MIP start) can be fed to the BC algorithm. This solution gives a bound to fix variables and to discard branches within the search tree. Even though a solution may be currently configured in the network, it does not necessarily satisfy the formulated constraints. On the contrary, field trials have shown that solutions currently implemented in the network often result in a large load imbalance amongst PCUs of the same BSC [3]. Therefore, the existing solution is not used in this work. Instead, a multi-level refinement (ML) algorithm [7] is used to build an initial feasible solution from scratch. This technique compares favorably to other heuristics both in solution quality and runtime. While traditional graph partitioning algorithms work directly on the original graph, ML first coarsens the graph by collapsing vertices and edges to reduce the size of the graph. Initial solutions are efficiently computed on smaller versions of the graph and later uncoarsened to obtain the partition of the original graph. After each uncoarsening step, the Fiduccia-Mattheyses refinement (FM) algorithm [51] is applied on small portions of the graph close to the partition boundary. This local search algorithm aims to minimize edge cut by moving vertices to a different subdomain, escaping from local minima by exploring movements that temporarily increase edge cut. The main reason for choosing ML is the fact that most graph partitioning codes in the public domain implement this algorithm. Hence, although other heuristic algorithms may give better solutions [6], their adoption would have led to a loss of generality in the analysis. Figure 1 shows the template of the implemented multi-level refinement algorithm.

1) Coarsening stage
   - Repeat match vertices by Heaviest Edge Matching [52]:
     - rank edges based on decreasing weight by Quick-
       sort algorithm, and
     - select next edge and match endvertices if not
       already matched, until no edge is left unchecked,
     until the number of vertices in the coarsest graph
     equals the minimum number of subdomains imposed by
     the maximum subdomain weight.

2) Initial partitioning
   - Build an initial partition by assigning each vertex in the
     coarsest graph to a different subdomain.

3) Uncoarsening stage
   - Repeat progressively refine the initial partition on the
     coarsest graph:
     - uncoarsen the coarser graph based on matching
       scheme, and
     - refine the current partition by Fiduccia-
       Mattheyses refinement, [51]
   until the finer graph is the original graph.

Fig. 1. Template of the multi-level refinement algorithm.

Although the above-described method was initially conceived for benchmarking purposes, it has also been considered for daily use. In principle, an instance of the CPAP must be solved only when a new cell or PCU is added to a BSC (provided that user mobility trends have not changed). Such an event occurs, at most, a few times a week, which should give plenty of time to compute the optimal solution. However, even with such loose time constraints, the operator might be forced to stop the BC algorithm before completion due to its large computational load. In such an approach, BC is used as a heuristic search algorithm, as the optimal solution is not guaranteed. However, unlike pure heuristic methods, a lower bound of the optimal value is still available, i.e., the highest lower objective bound of problems in the BC tree. Thus, an upper bound of the impairment in solution quality due to the early stop can be obtained from the difference between the best known feasible integer solution and the best lower objective bound (known as IP gap).

5. Performance Analysis

The proposed method is used to solve the CPAP in a set of problem instances built from data of a live GERAN. For clarity, the analysis set-up is described first. Then, a preliminary analysis highlights several features of graphs in the CPAP that motivate the use of exact methods. Finally, performance results are discussed.

5.1. Analysis Set-up

The optimized network area covers a geographical area of 150000 km², comprising 8952 base stations distributed over 59 BSCs. As the CPAP is solved on a per-BSC basis, the set
of problem instances considered in the analysis consists of 59 graphs. Robust performance estimations are expected, since the collection of graphs covers a large geographical area with very different propagation and mobility features.

The input to the method consists of data in the network management system and optimization constants. The handover statistics for a 2-week period ($\gamma_{ij}$), the number of data TSLs per cell ($\omega_i$) and the number of PCUs per BSC ($k$) are used to build the graphs. As optimization constants, the maximum number of TSLs per PCU ($B_{tu}$) is set to 256 due to hardware limitations and the maximum load imbalance ratio between PCUs ($B_{ru}$) is set to 2 following the operator demand.

During the analysis, several graph partitioning methods are compared. The main concern is the exact method that applies BC with a MIP start from ML to an ILP model of the problem (denoted as BC). In BC, the four above-described formulations are compared: the classical general model (GM), the two models that break model symmetry in different ways (GMS1 and GMS2) and the alternative model (AM), which reduces the number of variables by only considering a single variable per adjacency. For comparison purposes, four heuristic approaches are also considered: a) the current manual approach followed by the operator (denoted as OL, for operator initial), b) the ML algorithm [7], used to initialize BC, since it is currently the benchmark used in the literature, c) the Greedy Graph Growing Partitioning (GGGP) algorithm [17], which builds subdomains around randomly selected seed vertices and performs several attempts (denoted as RGGGP, for randomized), and d) the evolutionary multi-level search (EMLS) algorithm [18], which applies ML to a population of graphs whose vertices and edges are biased depending on the quality of previous partitions. Results in [18] show that the latter outperforms state-of-the-art partitioning packages when constructing very high quality partitions for benchmarking purposes.

For efficiency, the exact method was implemented from routines in the public domain. The exact method is based on the BC algorithm in Gurobi Optimizer 4.0.0 [53] (preliminary results with other solvers can be found in [54]). In contrast, ML, RGGGP and EMLS were developed from scratch in MATLAB®v7.5.

The different algorithms were run on a dual-core computer under Windows with a clock frequency of 2.8GHz and 2GByte of RAM. In the exact approach, the 59 problem models were written in Mathematical Programming System (MPS) format and then fed to Gurobi. Gurobi was configured with default settings and no prior knowledge was assumed about the problem structure (apart from the heuristic solution). All problem instances were run to optimality (i.e., until the best solution is proved to be optimal).

Several performance indicators are evaluated during the assessment process. From the operator point of view, the main figure of merit is the total number of inter-PCU handovers obtained by the new PCU plan in the whole area, given by the sum of edge cuts in the 59 problem instances.

The total running time is considered by operators as a secondary criteria, since PCU re-planning is only carried out a few times a year. However, from the academic side, it is interesting to evaluate the different formulations and tools, identifying those of a better computational efficiency.

### 5.2. Preliminary Analysis of CPAP instances

Table 1 presents relevant statistics of the analyzed network area. For clarity, statistics have been broken down in a BSC, PCU, cell and adjacency level (in graph notation, problem instance, subdomain, vertex and edge, respectively). A close inspection of the table reveals some significant differences with graph partitioning problems in other application domains. The analysis first focuses on graph attributes and then on optimization constraints.

Firstly, the size of graphs in the CPAP is not very large, since the number of vertices per graph (i.e., cells per BSC) is several orders of magnitude smaller than in other fields. While graphs of hundreds of thousands of vertices are often reported in supercomputing [8], VLSI design [55] and inter-networking [21], CPAP graphs comprise only a few hundreds of vertices. Even if all the instances of the CPAP (i.e., BSCs in the network) are taken into account, the problem cannot be considered of extreme size, since problem complexity only grows linearly with the number of instances. Hence, unlike in other applications, exact methods are feasible for the CPAP. Regarding the number of subdomains per instance (i.e., PCUs per BSC), despite its small absolute value, this figure is high when compared to the number of vertices in the graph. As a consequence, the average number of vertices per subdomain (i.e., cells per PCU) is one order of magnitude below the values commonly reported in other fields. This property affects the performance of heuristic graph partitioning algorithms for several reasons. On the one hand, the benefit from ML approaches decreases, as the original graph cannot be simplified further during the coarsening stage. Thus, the fewer vertices in the graph, the fewer coarsening levels are required. On the other hand, refinement algorithms have less degrees of freedom, since only a small number of vertices can be moved without affecting the balance between subdomains. This problem is exacerbated by the heterogeneity of vertex weights (i.e., TSLs per cell), the largest of which can be up to eight times that of the smallest, as observed in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Avg</th>
<th>Std</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nbr. of cells per BSC</td>
<td>144.9</td>
<td>261.1</td>
<td>85</td>
<td>213</td>
</tr>
<tr>
<td>Nbr. of PCUs per BSC</td>
<td>5.3</td>
<td>0.9</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Nbr. of adjacencies per BSC</td>
<td>898.9</td>
<td>282.9</td>
<td>241</td>
<td>1547</td>
</tr>
<tr>
<td>Nbr. of data TSLs per BSC</td>
<td>357.9</td>
<td>75.1</td>
<td>208</td>
<td>593</td>
</tr>
<tr>
<td>Avg. nbr. of cells per PCU</td>
<td>27.7</td>
<td>4.5</td>
<td>15.9</td>
<td>37.4</td>
</tr>
<tr>
<td>Avg. nbr. of data TSLs per PCU</td>
<td>68.0</td>
<td>11.5</td>
<td>41.6</td>
<td>91.0</td>
</tr>
<tr>
<td>Nbr. of adjacencies per cell</td>
<td>12.4</td>
<td>7.2</td>
<td>0</td>
<td>48</td>
</tr>
<tr>
<td>Nbr. of data TSLs per cell</td>
<td>2.5</td>
<td>1.1</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Nbr. of handovers per adjacency</td>
<td>4301</td>
<td>14216</td>
<td>1</td>
<td>687298</td>
</tr>
</tbody>
</table>

Table 1

Main statistics of the scenario.
At the same time, the edge density of CPAP graphs is small. An average of 12.4 adjacencies are defined per cell, which is much less than the average number of cells in the BSC (i.e. 144.9). As a result, the average density is 0.09. However, density figures are still larger than values reported in the graph partitioning literature. While the set of neighbors of a vertex in supercomputing graphs normally consists of 3–8 vertices, some vertices in CPAP graphs have up to 48 neighbors. Hence, although CPAP graphs can be broadly classified as sparse, edge density is larger than in other applications. This property is known to deteriorate the efficiency of most graph partitioning algorithms, whether exact [10,12] or heuristic [56].

The large number of neighbors per vertex makes that, in contrast to what has been assumed in previous work [13,14], graphs derived from user mobility in a cellular network are seldom planar. This property, together with graph heterogeneity, is expected to degrade the performance of local refinement algorithms. Likewise, the fourth column in Table 1 shows that some cells do not have adjacencies, becoming isolated vertices in the graph. This fact complicates the design of heuristic algorithms, which often assume that the original graph is connected.

The differences are not only restricted to graphs, but also extend to the optimization constraints. On the one hand, the definition of the imbalance constraint in other application domains differs from the way it is currently understood by cellular network operators. In most graph partitioning applications, the imbalance is defined as the ratio of the weight of the largest subdomain to the weight of a subdomain under perfect balance. In contrast, cellular operators are more interested in the ratio between the maximum and minimum subdomain weights (i.e., the weight imbalance ratio). Although it might seem that both definitions provide similar results, it is worth noting that the former only entails the control of the largest subdomain in the partition, whereas the latter also requires the control of the smallest subdomain. This complicates the design of heuristic methods and adds new constraints to the ILP model, which increases problem complexity. At the same time, the maximum weight imbalance ratio is much larger than in other applications. While imbalance ratios of 1.02–1.05 are normally targeted in supercomputing and VLSI design, a weight imbalance ratio of 2 is permitted in the CPAP. This is mainly due to the fact that, unlike in other applications, system performance is not severely affected by uneven load distribution. As a result of relaxing the imbalance constraint, the size of the feasible solution space increases, which degrades the efficiency of both heuristic and exact approaches. In this regard, it is worth mentioning that the binding constraint is the imbalance constraint, and not the absolute weight constraint. This can easily be deduced from Table 1, since the average number of TSLs per PCU (i.e., 68.2) is far less than the capacity limit of existing PCUs (i.e., 256).

All these features suggest that instances of the graph partitioning problem in the CPAP are of modest size, but harder to solve than instances of the same size in other application domains. These facts justify the use of more sophisticated methods, among which are exact methods.

5.3. Performance Results

The first experiment proves the capability of exact methods to find the best solution. Table 2 presents the results of the methods in the entire network area. For a fair comparison, the number of attempts in RGGGP and generations in EMLS (the same for all instances) is configured so as to obtain a total running time similar to that of the exact method (i.e., BC with GMS2). In the table, it is observed that the total number of inter-PCU handovers in the optimal solution (obtained by BC) is 81% smaller than that of the manual operator solution, denoted as OI. This is a clear indication of the need for optimizing PCU plans. It is also clear that ML is a very efficient heuristic for this type of graphs, since it achieves a three-fold reduction in the total number of inter-PCU handovers in a few seconds. Nonetheless, the number of inter-PCU handovers of ML is still 54% larger than that of BC. Obviously, such a low edge cut is obtained by BC at the expense of a much longer runtime. Gurobi needs half an hour per BSC on average when solving model GMS2. Not shown is the fact that such an average is dominated by the 5 largest instances, which take half of the total running time. Specifically, Gurobi manages to solve 52 out of the 59 instances in less than 1 hour. Note that RGGGP and EMLS seldom find the optimal solution in that time.

Having shown the potential of exact approaches, the next step is to identify the best ILP formulation of the CPAP. To save time, the analysis is restricted to the 10 smallest problem instances. Figure 2 shows the empirical cumulative density function (ecdf) of Gurobi runtime for the 10 smallest instances with the different models. Roughly speaking, the closer to the left, the faster the solver can process the model. In the figure, it is observed that GM is clearly the worst model. By eliminating model symmetry, GMS1 more than halves the running time. A four-fold reduction is obtained by combining different ways of breaking the symmetry as in GMS2. A deeper analysis reveals that GMS2 has a tighter LP relaxation, which is the origin of its superior performance. Specifically, the average gap between the ILP and LP solutions is 100% for GMS1 and 58% for both GMS2 and AM. Unexpectedly, AM performs worse than GMS2, even if the former has three times less variables and an LP relaxation as tight as the latter.

The efficiency of BC can be improved further by stopping it before completion. To show the benefits of this approach, Fig. 3 represents the time evolution of the edge cut of the best solution found by BC, RGGGP and EMLS in a real instance. In the example, RGGGP and EMLS obtain solutions better than that of ML quickly, but, as many other multi-start approaches, they stagnate after a few attempts. Even if EMLS stagnates later than RGGGP, the former also
Table 2
Performance of PCU plans built by different methods.

<table>
<thead>
<tr>
<th></th>
<th>OI</th>
<th>ML</th>
<th>RG GG</th>
<th>EML S</th>
<th>BC(GMS2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total no. of handovers [10^6]</td>
<td>228.3</td>
<td>228.3</td>
<td>228.3</td>
<td>228.3</td>
<td>228.3</td>
</tr>
<tr>
<td>Total no. of inter-PCU handovers [10^6]</td>
<td>75.7</td>
<td>22.3</td>
<td>14.4</td>
<td>13.8</td>
<td>13.1</td>
</tr>
<tr>
<td>Avg. PCU load imbalance ratio</td>
<td>3.59</td>
<td>1.67</td>
<td>1.94</td>
<td>1.96</td>
<td>1.99</td>
</tr>
<tr>
<td>No. of instances optimum found</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>59</td>
</tr>
<tr>
<td>No. of instances optimality proved</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>59</td>
</tr>
<tr>
<td>Total runtime [h]</td>
<td>-</td>
<td>0.005</td>
<td>35.2</td>
<td>30.0</td>
<td>28.3</td>
</tr>
<tr>
<td>Avg. runtime per instance [h]</td>
<td>-</td>
<td>10^-4</td>
<td>0.60</td>
<td>0.51</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Fig. 2. Gurobi runtime over different formulations for a limited set of instances.

Converges slowly to the optimal solution. In contrast, BC needs some time to find the second feasible solution (the first one with edge cut smaller than that of the ML solution), but, thereafter, BC progressively improves solution quality until the optimal solution is found. The remaining time is used to discard unexplored regions of the solution space to prove optimality. A comprehensive analysis of all instances shows that, overall, BC takes 10% of time to find the first feasible solution, 20% to find the optimal solution and 20% to prove optimality. From these values, it can be deduced that the execution time of BC can only be reduced slightly (i.e., 20%) without compromising solution quality. However, a larger reduction is still possible if some deterioration in solution quality is accepted. In this case, trading off solution quality for less runtime is beneficial because most of the improvement in solution quality is normally obtained at the beginning of the search process, as it is the case in the example of Fig. 3.

From Fig. 3, it is clear that, in order to use time efficiently, BC should run, at least, until the first feasible solution (different from the initial solution) is found. On the other hand, BC should run, at most, until the optimal solution is found. From the percentages reported above, it can be inferred that BC finds the first solution better than the ML solution in 3 minutes on average (i.e., 10% of the 0.48 hours of average runtime per instance), which is a reasonable time. However, other heuristic methods might make a more efficient use of time. Therefore, it is important to check if BC, when used as a heuristic method, is competitive with heuristic methods used for benchmarking purposes. For this purpose, the analysis evaluates the time required by BC to obtain a solution better than EMLS. Fig. 4 shows the ecdf of the time required by BC to outperform RG GG and EMLS in terms of solution quality. It is observed that BC finds a solution better than EMLS in less than 15 minutes (900 seconds) in 52 out of the 59 instances (in all but one for RG GG). From these results, it can be concluded that BC can be stopped before completion to obtain solutions of extreme quality under loose runtime constraints.

As other IP solvers, Gurobi displays the evolution of the relative IP gap during execution giving the approximation ratio of the best solution found so far. Fig. 5 shows the evolution of the average and maximum relative IP gap in the 59 instances. It is observed that, after half an hour, the relative gap is below 6% in all instances. From the figure, it can be concluded that the approximation ratio of the algorithm is adequate and decreases steadily.

6. Conclusions

During network planning, cellular operators face clustering problems that can be solved by graph partitioning methods, among which is the assignment of cells to PCUs. In this work, it has been shown that this problem has several peculiarities that justify the use of exact methods. On
An efficient integer linear programming model has been suggested for the problem. The main novelty is the reduction of symmetry in the model, which is known to degrade the performance of enumerative algorithms. Experiments have shown that the proposed model outperforms previous formulations of the graph partitioning problem in the cellular field.

The proposed model has been solved by the branch-and-cut algorithm in Gurobi, with a MIP start from a multi-level refinement algorithm. Performance assessment has been based on an extensive set of graphs built from data of a live GERAN. Results have shown that the proposed method clearly outperforms heuristic approaches in terms of solution quality. Based on handover statistics, it is estimated that the total inter-PCU cell re-selection ratio obtained by the exact method is 81% smaller than that obtained by the multi-level refinement algorithm.

The main drawback of the exact method is its large execution time. In a number of cases, Gurobi had to be run for several hours to find the optimal solution and prove optimality. It should be pointed out that the size of problem instances considered here is larger than those reported in the literature (e.g., [13,14]), especially in the number of edges. To reduce the execution time, the branch-and-cut algorithm in Gurobi can be stopped before completion. The complexity of Gurobi makes it difficult (or impossible) to analyze the approximation ratio obtained by this approach under provable runtime bounds. In the absence of such a theoretical analysis, a performance analysis has shown that Gurobi is competitive under loose runtime constraints with heuristic methods used for benchmarking purposes. Gurobi solves 9 out of 10 instances in less than 1 hour, while finding a solution better than state-of-the-art multi-level approaches in the unsolved ones. Such an execution time is acceptable when re-planning a cellular network, which is performed locally in a limited geographical area and, at most, once a week.

With the steady increase of computing power, exact methods might become a worthy candidate for solving clustering problems in live cellular networks. From the academic side, it remains open whether general-purpose meta-heuristics, such as simulated annealing and genetic algorithms, when used for graph partitioning might perform competitively over this kind of graphs. For a fair comparison, the latter algorithms should be compared with branch-and-cut algorithms specifically designed for the graph partitioning problem [10,26], which take full advantage of the structure of the problem. Note that, unlike the algorithms proposed here, no routines for these algorithms are available in the public domain, thus requiring a considerable coding effort. Finally, it is worth mentioning that, although the proposed method has been conceived for assigning cells to PCUs in GERAN, it can easily be adapted to similar clustering problems arising in other levels of network hierarchy or radio access technologies. For instance, in UMTS, user mobility statistics used to build network graphs are slightly different, since a terminal can be simultaneously connected to several base stations due to the soft handover feature. Likewise, in LTE-SAE, the ILP model has to consider that a base station can be simultaneously assigned to more than one access gateway.
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