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Identification of missing neighbor cells in GERAN

M. Toril, V. Wille, R. Barco

Abstract: In GSM/EDGE Radio Access Networks (GERAN), the number of neighbor cells defined per cell for handover purposes is limited. Due to the large number of cells and, consequently, neighbor cells in the system, neighbor cell management proves a complex and time-consuming process during network operation. Hence, it is very likely that, on some cells, important neighbor cells are missing. This paper outlines a new approach for determining these missing neighbors, based only on information from the network management system. Thus, the need for propagation data from network planning tools is circumvented, which makes the method especially suitable for the operational stage of an existing network. Results from the application of the method in a live network show its capability to spot such missing neighbors. Although performance benefits from the method are rather limited for the entire network, significant benefits can be obtained on individual cells.
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Abbreviations

- BAL: BCCH Allocation list
- BCCH: Broadcast Control CHannel
- EDGE: Enhanced Data Rates for Global Evolution
- GERAN: GSM/EDGE Radio Access Network
- GPRS: General Packet Radio Service
- GSM: Global System for Mobile Communications
- IM: Interference matrix
- KP: Knapsack problem
- HO: Handover
- MS: Mobile Station
- NMS: Network Management System
- RP: Relative Position
- UTRAN: UMTS Radio Access Network
- UR: Utilization Ratio
Introduction

The mobile telecommunication industry is evolving at an extraordinary rate due to the changing nature of services offered by mobile operators, the introduction of new technologies and the increased level of competition. Within this scenario of increasing complexity, efficient network management is a crucial issue to provide high-quality services at a low operational cost. Until a few years ago, most operational tasks in cellular networks were primarily based on manual processes. However, operators are currently showing a growing level of interest in automating most network management activities in order to increase operational efficiency, i.e. reduce costs of running the network. This has stimulated intense research activities in the field of self-regulated networks, which mainly involve automation and optimization [1][2][3][4].

One of the areas where automation can be applied is neighbor cell definition. In GERAN, the handover (HO) process normally ensures that any mobile station (MS) is connected to the cell that offers the best coverage. To perform HO decisions, an MS must provide the base station controller with information of the received signal level from surrounding cells. The frequencies on which an MS performs adjacent cell measurements are given by the Broadcast control channel Allocation List (BAL) [5]. This group of frequencies defines a set of candidate cells to be monitored, which is referred to as neighbor cell list. Thus, for handovers (HOS) to occur between a pair of cells, the target cell has to be defined as a neighbor cell of the source cell. Otherwise, a HO cannot take place even if both cells are very close in propagation terms. More importantly, only a limited number of neighbor cells can be defined for each cell in the network. While the maximum number of neighbors per cell is 32 [5], operators try to use as few as possible to improve manageability and reduce the number of frequencies to be measured by mobiles in active mode [6]. This restriction turns the definition of the neighbor cell list into a selection problem.

The problem of defining a neighbor cell list has already been covered in the literature from the perspective of planning procedures. A priori, any method to generate an interference (or inter-cell dependency) matrix can also be used to decide whether an adjacent cell should be added to an existing neighbor cell list. During the past few years, most automatic planning tools have used empirical [7] or semi-empirical [8][9] propagation predictions models. The disadvantage of this approach is that the results provided by such methods are often not accurate enough to determine the correct adjacencies. This observation holds especially true in dense urban areas. In the latter scenario, it is common that antennas are below the rooftops of the surrounding buildings, which causes the near environment of the antenna to have a strong effect on the propagation of radio waves. Likewise, subscribers are normally concentrated in elevated indoor environments, which are inherently difficult to model in propagation predication tools. Even deterministic methods, such as ray-tracing modeling [10], fail to give adequate accuracy due to limited resolution of the available terrain and clutter data as well as uncertainties in the propagation mechanism [11]. In the operational stage, mobile measurements can be used to refine propagation predictions [12][13][14]. Unfortunately, the latter methods rely on complex
tools that are not always available for operators. As a consequence of a lack of accurate tools, determining missing adjacencies is not carried out frequently during the operational stage of the network. Hence, it is likely that some important adjacencies might not be defined for certain cells because either they have been missed out at the planning stage, they have been deleted by mistake or the network has just simply evolved during the operational stage.

An inadequate neighbor cell plan can be a major contributor to network quality problems. Obviously, the impact of a missing neighbor cell on network performance depends on the existing coverage available from other cells in the same area. Under certain circumstances, a missing neighbor definition can have a significant performance impact, especially if few other cells provide coverage and the missing adjacency would have been the main HO target.

These facts indicate the need for an automated process that analyzes the current neighbor cells and highlights possible missing ones for any operational cell. In this paper, a new approach for determining these missing adjacencies during the operational stage is proposed. In contrast to the current approach, the main novelty of the proposed method is that it relies on data residing purely in the network management system. The method is validated by means of field trials in a live GERAN. Thus, the main contribution of this work is to prove the limitations of the current approach and how these can be solved by a simple algorithm. The paper is organized as follows. The next section describes in detail the adjacency-selection problem. The following section presents the novel method to carry out this task. Finally, the subsequent sections discuss the results from the application of this method in a public GERAN.

Outline of the neighbor cell definition problem

In this section, the definition of a neighbor cell list is first formulated as a selection problem. The solution technique currently in use in live networks is then presented. Thus, the limitations of both the approach and the tools currently available for operators are highlighted.

Definitions and notation

In GERAN, each cell has a list of neighboring cells to which a HO is possible. Such a list is referred to as neighbor cell list or adjacency list. Formally, an adjacency \((i,j)\) refers to the definition of cell \(j\) as a neighbor of cell \(i\). In this work, the terms “neighbor cell” and “adjacency” will be interchangeably used. While the former will refer to the cell that receives HOs from the original cell, the latter will refer to the entity used in network management tools to reflect that HOs are allowed between a pair of cells. Hereafter, lists will be denoted by capital letters and its elements (i.e. either adjacencies or neighbor cells) will be denoted by lower case letters. Likewise, the operator \(|\bullet|\) will denote the length (or cardinality) of a list.

It is worth noting that the previous definition of adjacency only reflects HOs in one direction (i.e. from source cell \(i\) to target cell \(j\)). This type of adjacency is known as \(1\)-way (or uni-directional) adjacency, to differentiate it from adjacencies that comprise HOs in both directions,
which are referred to as 2-way (or bi-directional) adjacencies. This work deals with the former type of adjacency, as both HO directions are handled independently in network management tools.

Not all adjacencies defined by the operator are actually used for HO purposes. On the contrary, it is rather frequent that some of them remain unused. Thus, an adjacency is said to be active if any HO takes place from the source to the target cell. Likewise, not all active adjacencies of a cell are equally used. Thus, an adjacency \((i,j)\) is said to be more significant than an adjacency \((i,k)\) if the likelihood that a user in \(i\) moves from \(i \rightarrow j\) is larger than the same indicator from \(i \rightarrow k\).

**Formulation of the problem**

Theoretically, any cell in the system can be defined as a neighbor of any other cell as long as the length of the neighbor cell list is below a certain limit. This constraint converts the definition process into a combinatorial optimization problem known as selection problem [17].

In the classical approach, the final purpose of this selection process is to minimize the number of user connections that experience bad quality. As a complementary objective, the management of a minimum number of adjacencies is desired to reduce configuration workload. Hence, the objective function to be minimized should include two different costs, reflecting the cost associated to bad quality connections and overall number of adjacencies. Unfortunately, a linear combination of these costs is not very meaningful, since these costs do not have comparable units. Thus, operators find it difficult to specify the relative weight of each cost. For that reason, the number of adjacencies is usually included in the formulation as a constraint. As a result, the problem of adjacency selection in each cell can be considered as a special case of the 0/1 Knapsack Problem (KP), which has been extensively covered in the literature (for a survey, see [18][19]). Originally, the conventional KP gets its name from the common situation where a hitch-hiker has to select among various objects to fill up his knapsack, maximizing the profit. The 0/1 prefix emphasizes that a fraction or multiple instances of an object are not selectable.

For each cell in the network, the KP is defined by a finite set \(N = \{n_1, n_2, ..., n_k\}\) of cells that are potential candidates for selection as neighbors, and the maximum number of neighbor cells in the list \(C\) (i.e. the knapsack capacity). Each candidate cell \(n_i\) has a profit \(p_i\) and a penalty \(w_i\) from its inclusion in the neighbor cell list. The profit \(p_i\) reflects the enhancement of network performance in terms of signal-level or signal-quality (e.g. the number of connections that experience bad connection quality) when cell \(n_i\) is added to the list. The penalty \(w_i\) is simply the number of positions in the list occupied by the new neighbor, i.e. \(w_i = 1\). Then, the problem calls for selecting the set of cells with a maximum profit \(P\) among those sets that do not exceed the length limit of the neighbor cell list \(C\). The integer linear programming model of the 0-1 KP
problem can be formulated as the search of a vector $X$ of binary (decision) variables $x_i$ ($i=1, \ldots, k$) with the meaning

$$x_i = \begin{cases} 1 & \text{if adjacency is selected,} \\ 0 & \text{otherwise,} \end{cases}$$

that maximizes the objective function $P$ (profit)

$$P = \sum_{i=1}^{k} p_i x_i$$

subject to the constraint

$$\sum_{i=1}^{k} x_i \leq C$$

From the previous definition, it is clear that the benefit from the ascription of each candidate neighbor cell to a neighbor cell list is not fixed, but might depend on the existence of other candidates in the list. Hence, profit values $p_i$ are dependent on the decision variables $x_i$, converting $P$ into a non-linear objective function. Thus, the problem can be classified as a 0/1 non-linear KP.

**Current Solution Technique**

Operators of GERAN networks commonly use propagation predictions from network planning tools to identify which adjacencies should be included in the adjacency list of every new cell added into the network. For the sake of simplicity, these algorithms do not directly optimize any network-quality indicator, but try to maximize coverage probability in every cell in the network, based on the construction of interference matrices (IM) [12][13][14][15][16]. Each element $x_{ji}$ in the IM is an indicator of the average signal level (i.e. potential interference) received by users attached to cell $j$ from cell $i$. Thus, it is common that the higher $x_{ji}$, the larger the profit $p_i$ associated to the definition of cell $j$ as an adjacency of cell $i$. Nonetheless, in situations of strong cell overlapping, once the coverage is assured with an initial set of adjacencies, the benefit from the subsequent addition of new adjacent cells might be limited (or even negligible). Such situations are rather common in dense urban areas, where tens of cells provide coverage on the same location, due to the multi-layered structure of the network and the changing propagation conditions. This dependency of profits from adding an adjacency on the previous state of the list justifies the formulation of the problem as a non-linear KP.

A large number of algorithms have been proposed in the literature for exact and approximate solutions to the KP problem [20][21][22]. Among them, the classical greedy algorithm [23] is commonly chosen by operators for the sake of efficiency. In this approach, the adjacencies are ranked and selected based on estimations of received signal-level on the area serviced by the cell under optimization (i.e. IM coefficients). The greediness property refers to
the fact that, once a candidate has been included in the new list, its appropriateness is not evaluated again. Apart from its simplicity, the main advantage of the greedy algorithm is its low time complexity, which makes it ideal for large problems as the one considered here. For a set of \( n \) candidate cells, the greedy algorithm has polynomial time complexity \( O(n) \) in contrast to exponential \( O(n^2) \) and pseudo-polynomial\(^1\) \( O(n W) \) time complexities of branch and bound [24] and dynamic programming [25] algorithms, respectively. However, unlike other algorithms, there is no guarantee that the optimal solution is obtained, especially for the non-linear KP. In addition to this shortcoming, the inaccuracy of the propagation prediction models used and the difficulty to account for the spatial distribution of users lead to sub-optimal solutions when applying this approach to live networks.

To compensate for these limitations, operators commonly implement a large number of adjacencies for every newly integrated cell. As a result, some of the adjacencies are infrequently (or never) used and must be removed during the operation of the cell. For this deletion process, it is common not to involve the planning tool, since the Network Management System (NMS) is able to carry out both the identification of under-utilized adjacencies and their automated deletion based on network statistics. Even though the use of network measurements generally enhances the quality of the current solution, it might be the case that deletion decisions proved wrong over time due to network evolution. Changes in propagation conditions (e.g. antenna downtilt, new shadowing obstacle) or user spatial distribution (e.g. opening of shopping mall) are such examples of system evolution. Therefore, an automatic tool is needed to identify possible missing adjacencies network wide. Unfortunately, several reasons prevent operators from using their planning tools to cope with these ongoing changes. First, hardly any operator updates the deleted adjacencies in the planning tool, because the implementation of these changes on the tool is a very time-consuming and tedious task. Similarly, adjacencies that are manually added by network optimization engineers (e.g. to solve localized coverage problems) are generally not reflected in the planning tool either. Consequently, adjacencies on the planning tool do not reflect the actual adjacencies in the network, since this would require synchronizing the planning tool with the NMS, which for most operators is not an automated task. This lack of synchronization, together with the poor accuracy of predictions, causes operators to very seldom use their planning tool for the systematic identification of missing adjacencies on existing cells.

Due to limitations of the current approach, it is desirable to provide operators with a simple NMS-based solution, which does not require any propagation-based information, but is able to rapidly analyze the existing adjacencies in the network and determine if any obvious ones are missing. The need for efficiency is better understood when it is observed that 25 intra-system adjacencies are defined per cell on average in GERAN. Thus, a typical GERAN network with 20,000 cells would have about 500,000 adjacencies. In this context, the speed of the method proves critical, since the higher the time complexity of computation, the less the tool will be used.

\(^1\) \( W \) can be exponentially large to \( n \), e.g. \( 2^n \)
as it increases the load on the NMS. As a result, operators might be forced to limit either the geographical area or the number of times this method can be applied in the network. Ideally, the method to identify obvious missing adjacencies should be run once per week for the entire network to ensure that any possible mistakes in the adjacency definition are spotted fairly quickly and can thus be rectified. For this purpose, the method described in the next section is proposed.

**Novel Methodology**

This section presents a simple approach to solve the adjacency-selection problem based solely on NMS data. Since it is clear that a simple methodology as the one outlined here will not be able to spot all missing adjacencies in one attempt, some possible refinements are also discussed.

**Formulation of Proposed Methodology**

The proposed greedy algorithm is based on the comparison of two adjacency lists for a given cell. The first list, referred to as *nominal adjacency list* $P$, contains the potential adjacencies, ranked in order of significance. The second list, referred to as *actual adjacency list* $A$, contains the current adjacencies. Subtracting the nominal from the actual list returns the adjacencies in the nominal list that are not in the actual list, referred to as *missing adjacency list* $M$. In set theory notation, let $(P; \geq)$ be an ordered set of adjacencies where the significance comparison relation $\geq$ has been defined. The set difference $P \setminus A$, referred as $M$, is defined as

$$M = P \setminus A = \{x \mid x \in P, x \notin A\}$$

where $(M; \geq)$ is also an ordered set. While $A$ can easily be obtained from the current network configuration in the NMS, the definition of $M$ is the core of the algorithm. For that purpose, geographical information from the network residing in the NMS, such as cell/site coordinates and antenna bearings, is used. Finally, the new adjacency list, referred as *updated adjacency list* $U$, is built as the combination of $A$ and $M$, i.e. $U = A \cup M$.

The exact procedure can be summarized in the following steps:

1) **Identification of potential missing adjacencies on a cell basis**: The simplest approach for selecting potential adjacencies for a source cell is to determine the distance to all surrounding cells and rank them by distance in ascending order (i.e. significance of potential adjacencies would be given by proximity between source and target cells). Even though this approach might be suitable for networks deploying mainly omni-directional antenna, in a network deploying sectorized sites it is beneficial to consider the antenna bearing of both source and target cell. Therefore, the maximum angle off the antenna azimuth direction might be limited to a certain value, referred as *catchment angle*, so that the distance ordering criteria is complemented by a directional constraint. Likewise, it is operator strategy to implement only bi-directional
adjacencies (i.e. whenever adjacency \((i,j)\) is suggested, adjacency \((j,i)\) is also created). To satisfy this requirement, potential neighbors of a source cell are those target cells that meet the following criteria:

a) The target cell is located within the catchment angle of the source cell
b) The source cell is located within the catchment angle of the target cell

where the catchment angle is dependent on antenna pattern. For omni-directional cells, an angle of 360° is selected. For sectorized cells, an angle of 180°, centered in the maximum radiation direction, is chosen.

To clarify the catchment angle concept, Figure 1 (a)-(b) show the potential neighbors of two cells in a live environment. Both figures show base stations in a network area of 100 km². Base-stations with omni-directional antennas are shown by a circle, while those with tri-sectorized antennas are shown by a line in the direction of maximum radiation. In every case, potential neighbor cells are represented by a bold line, while discarded cells are represented by a normal line. The area enclosed in the catchment angle of the original cell is highlighted in grey. Figure 1 (a) shows the potential neighbors of a tri-sectorized cell in the coordinates (10.15, 12.72), whose main direction is 120° azimuth (i.e. measured clockwise from North). From the shaded area, it can be deduced that the cell catchment angle comprises all angles between 30° (i.e. 120-90) and 210° (i.e. 120+90) azimuth. This 180° interval is clearly larger than the theoretical value of 120° (i.e. 360°/3) assigned to a tri-sectorized cell. At the same time, it is observed that all potential neighbors lie within the previous catchment angle. Conversely, it can be checked that the source cell also lie within the catchment angle of every potential neighbor. It is worth noting that, while all omni-directional cells in the shaded area are potential neighbors of the original cell, only those tri-sectorized cells whose main direction is between 210° and 30° azimuth are potential neighbors. More subtle is the fact that cells that share site with the original cell are also potential neighbors, as they fulfill the two catchment angle criteria. The latter is observed in the co-sited neighbors of the original cell with directions 0 and 240° azimuth. Figure 1 (b) shows the potential neighbors of an omni-directional cell in the coordinates (6.25, 13.25). The whole area is now shaded as the catchment angle of the source cell is 360°. From this observation, it can be deduced that all omni-directional cells are potential neighbors of each other.

From the previous figures, it is clear that the ordered set \(M\) resulting from these criteria could be arbitrarily large. To restrict the number of new adjacencies, the first \(k\) elements of \(M\) must be selected, where \(k\) is a parameter that must satisfy that \(1 \leq k \leq 32-|A|\).

2) **Discard of potential adjacencies with frequency problems**: Transceivers of neighbor cells should not use the same frequency due to interference reasons. This constraint is critical in the Broadcast Control Channel (BCCH) transceiver. To avoid this issue, potential neighbor cells that share the same BCCH frequency with the source cell are discarded.
3) **Validation of newly added adjacencies:** As in the past, once new adjacencies are configured in the network, their suitability is assessed based on their actual usage, reflected by HO statistics.

It is worth noting that all the information needed for the execution of the proposed algorithm (i.e. cell coordinates and antenna bearings for tri-sectorized cells) and its later assessment (i.e. HO statistics) is available in the NMS. Hence, no additional data from network planning tools is required.

**Refinements to Outlined Method**

Some benefit might be obtained by repeatedly applying the method within the same geographical area of the network and thereby incorporating a feedback mechanism into the method. For example, once the suggested changes in the adjacency list are implemented, the utilization of the new adjacencies is validated based on network measurements. Thus, whenever newly created adjacencies are not used for HOs within a given time period (e.g. a week), they can easily be removed from the network. To ensure that removed adjacencies are not created again, these are “blacklisted”. This blacklist contains those target cells that will never reappear in the nominal adjacency list of a given source cell. With this feedback mechanism, next time the method is re-applied in an area, different adjacencies will be suggested. Hence, over time, a multitude of adjacencies can be tested for their suitability to carry HOs and only the most suitable ones remain as defined adjacencies.

**Field Trial Results**

The above-described methodology was applied to a public GERAN network in order to test the effectiveness of the algorithm in a real environment. For the sake of clarity, the preliminary conditions are first described, trial results are subsequently discussed and implementation details are finally presented.

**Trial Set-Up**

The trial area consisted of 9,120 cells providing seamless coverage. On these cells, about 165,000 adjacencies already existed, averaging 18.2 adjacencies per cell. A priori, it was envisaged that this large number of adjacencies in the initial plan would leave little space for improvement of the adjacency lists, i.e. few important adjacencies would be missing. This opinion was reinforced by the preliminary analysis that showed that only 14.7 of those 18.2 adjacencies were used on average in the initial adjacency plan during a 2 day period (i.e. 20% of the adjacencies remained entirely unused).

From the application of the method, potentially missing adjacencies were identified and created in the network. Network statistics were gathered for a period of two working days after the new adjacencies were implemented in the network. Validation of the method was carried out based on these statistics.
The aim of the trial was two-folded: on the one hand, to test the capability of the algorithm to spot missing adjacencies; on the other hand, to prove the benefit of a simple algorithm that relieves the operator from tedious work of identifying missing adjacencies. It is worth noting the independence of both objectives, since even if the performance of the new and current solution coincided (which is not actually the case, as will be shown later), the benefits from a simple, fast and automatic approach would justify its application.

Assessment methodology

A priori, the most intuitive way to quantify the performance gain from the addition of missing adjacencies is through the analysis of signal-level and signal-quality measurements before and after the optimization process. Although this approach proves convenient for simulation studies [15][16], it is not the most suitable one in live networks. In the latter case, statistical noise inherent to these measurements might mask subtle performance changes caused by small extensions of existing adjacency lists. In addition, these measurements prove rather sensitive to other adjustments that might be carried out by optimization engineers during the trial period. In that sense, it is worth noting that due to the large trial area (i.e. the whole network) it was impossible to stop all other network configuration changes in the network during the trial period. Hence, the utilization of the new adjacencies for HO purposes was instead considered as the main figure-of-merit to validate the method, as suggested in [1]. Table 1 presents an example of how the utilization of a newly configured pair of adjacencies is checked based on network measurements. In the example, cell A has 2496 HOs to cell B, which equates to 88% of its entire outgoing HO activity (i.e. 2836 HOs). Similarly, there are 2670 HOs in the opposite direction, which is 13.1% of cell B outgoing HO activity (i.e. 20426 HOs). The previous HO rate will be referred as utilization ratio (UR) of the adjacency. From these, it can be concluded that the addition of this adjacency is beneficial for both cells, since the new adjacency pair is well used in both directions.

Another important issue is the fact that HO counters in NMS, used for the calculation of URs, include both inter-cell and intra-cell HOs. While the former type of HO is caused by mobility reasons, the latter type reflects the change of time slot due to interference reasons, which is a common feature supported by several manufacturers. This intra-cell HO mechanism might be viewed as an outgoing adjacency where the target and the source are the same. Since these adjacencies need not be defined in the adjacency list (and do not lead to additional frequency measurements by handsets, as they are already performed as serving-cell measurements), these adjacencies do not compete for a position in the list. Hence, intra-cell HOs must be eliminated from HO statistics. In the following section, the need for this correction is justified by the existence of a non-negligible overall intra-cell HO ratio.

Despite the significance of new adjacencies is reflected by their URs, assessment based on this indicator tends to show limited benefits from the method in a well-planned network. This trend stems from the fact that most HOs are normally carried out by few cells. Thus, the addition of a new adjacency in a list is likely to give negligible performance improvement once a certain
list length is reached. In other words, the initial configuration tends to be quite close to the performance optimum with only a few defined adjacencies. Nonetheless, since a missing adjacency would be any new adjacency that had higher significance than the ones in the current list, comparison of the old and new adjacencies is still desirable. For that purpose, the adjacencies after the optimization process are ranked by utilization on a per-cell basis and the position of the new adjacencies is evaluated.

For a fair comparison between adjacencies of different cells, the assessment process must take into account the length of the adjacency list. Thus, it is obvious that an adjacency in the $i^{th}$ position of a list of $i$ adjacencies is less significant than an adjacency in the same position of a list with twice the number of adjacencies. While the former is the least significant of its list, the latter is more significant than half of the adjacencies in its list. Hence, the assessment methodology must consider the relative (rather than the absolute) position in the adjacency list to cope with the variable length of the adjacency list. For that purpose, the relative position (RP) is defined on an adjacency basis as

$$RP_{ij} = \frac{l_j - 1}{N_i - 1}$$

where $i$ is the source cell to which the adjacency list belongs, $j$ is the new neighbor cell whose significance is assessed, $l_j$ is the position of the adjacency with neighbor cell $j$, $N_i$ is the number of total adjacencies defined in cell $i$, and $M_i$ and $U_i$ are the missing and updated adjacency lists, respectively. Intuitively, the previous indicator gives the ratio of adjacencies in the same adjacency list that are more significant than the one considered. Thus, $RP$ is 0 when the new adjacency is the first one of the list (i.e. $l_j=1$), while 1 when the last one (i.e. $l_j=N_i$).

**Trial Results**

The overall results of the trial are presented in Table 2. For the sake of clarity, a division line is used to reflect the situation before, during and after the optimization process. From the application of the method, 9052 new 1-way (4526 2-way) adjacencies were automatically created in the network, resulting in a 5.5% (i.e. 9052/165898*100) increase in the overall number of adjacencies. After such a small relative increase (i.e. 0.99 new adjacencies added to existing 18.2 adjacencies per cell on average), small influence on network quality was expected. The use of utilization ratios as the main figure-of-merit is thus justified.

After the optimization process, the overall intra-cell HO ratio in the network proved small (i.e. 4.6%). Nonetheless, a per-cell analysis showed that this component might be significant on several cells. Figure 2 depicts the histogram of the intra-cell HO ratio on a cell basis, which has been classified into seven bins of variable length. In the Y-axis, the number of cells in each bin and the cumulative relative frequency are presented on the primary and secondary axis, respectively. In the figure, it can be observed that 30% (i.e. 100%-70%) of the cells experienced
values of this ratio higher than 5%. As a consequence, this type of handover had to be eliminated from HO statistics.

After the optimization process, the overall share of inter-cell HOs performed through new adjacencies in the network was 1.63%. This low utilization figure was expected, due to the large number of existing adjacencies. For a fair evaluation, the previous indicator should be compared to the mean value of that indicator in the case that all adjacencies (whether old or new) were equally used in the system, i.e. $\frac{1}{(18.2+0.99)}\times 100 = 5.2\%$. From this comparison, it is clear that, in general, the added adjacencies are less used than current ones, but their significance is not negligible. The histogram of the distribution of utilization ratios of new adjacencies is presented in Figure 3. The histogram consists of 8 bins, where each value on the primary axis represents the number of new adjacencies whose UR falls within the bin limits. The cumulative relative frequency of each bin is presented in the secondary axis. For the sake of clarity, the unused adjacencies have been segregated and included in the first bin. Analysis showed that 4486 of the 9052 new 1-way adjacencies remained completely unused. At first glance, it might appear that the accuracy of the proposed method to determine missing adjacencies is not very good, since 49.6% of all added adjacencies were not used. However, it is worth noting that in the initial adjacency lists about 20% of adjacencies were not used, indicating that propagation-based planning tools do not necessarily lead to a perfect adjacency list. Likewise, it can be seen that, on certain cells, the added adjacencies had a significant impact, since they carried a large ratio of the HO traffic from these cells. On other cells, however, the newly added adjacencies do only carry a small percentage of the HO traffic. The fact that a relatively high percentage of new adjacencies carry relatively few HOs (i.e. 80% of new adjacencies carry less than 1% of outgoing HO traffic of their source cells) is mainly due to the large number of adjacencies already in existence.

It is obvious that utilization figures depend on the number of active adjacencies per cell. To prove this relationship, Figure 4 depicts the scatter plot of the UR of the most significant adjacency (i.e. the one with the largest number of HOs) versus the number of adjacencies in the cell. For the sake of clarity, Figure 5 shows how the average maximum utilization relates to the number of adjacencies per cell. A trend line is also superimposed, based on a logarithmic regression model, together with the 95% confidence intervals. Over this trend line, it is observed that the higher the number of adjacencies, the lower UR of the most relevant adjacency, to which all others are compared. Once this dependency is proven, it is shown that the number of active adjacencies is not the same for every cell in the network. Figure 6 represents the histogram of the number of active adjacencies per cell in the trial area after optimization. From the figure, it is clear that the number of active adjacencies per cell greatly varies from cell to cell. This analysis proves the need for breaking down utilization figures by the number of adjacencies, or constructing an indicator that is independent of the number of adjacencies. The RP indicator defined in eq. (5) complies with the latter requirement.
The analysis of the significance of new adjacencies in the network was performed based on the position in the adjacency lists to which they belong. In this comparison, only those old adjacencies that were actively used after optimization were considered. Thus, old adjacencies that were inactive after the optimization (i.e. 20% of the initial adjacencies) were discarded before sorting each adjacency list. Figure 7 depicts the histogram of RP values defined on an adjacency basis. The X-axis has been divided into 11 classes, which reflect the relative position in a list where adjacencies are ranked by significance. The number of cells in each bin and the cumulative relative frequency are presented on the primary and secondary axis, respectively. From the figure, it is observed that only 56% of these new adjacencies displayed \(RP=1\) (last bin in the figure). Thus, 44% (i.e. 100-56%) of these are not the last ones in their list, and can be strictly defined as missing adjacencies. Likewise, a better adjacency list could be defined without any list extension if new adjacencies substituted current ones with less significance. From these results, it can be concluded that a better solution for the adjacency selection problem is easily obtained with the method proposed, regardless of its limited influence on overall network performance.

Finally, the influence of the propagation environment on the results is analyzed. For that purpose, two different scenarios were investigated, taking advantage of the geographical division in the NMS. The first scenario consisted of 1962 cells, which can be broadly classified as dense-urban. The second scenario consisted of 2403 cells, which is a mixture of rural, sub-urban and urban environments (later referred to as rural-urban). As performance results are segregated on a geographical basis (and not purely by propagation scenario), it is expected that only subtle performance differences are observed. In these circumstances, any biasing in the assessment process might spoil the conclusions of the analysis. To cope with this limitation, the confidence intervals of the most relevant figures must be carefully studied.

Table 3 presents results in both scenarios. The average URs of the new adjacencies were 3.13% and 3.08% for the rural-urban and dense-urban scenario, respectively. Likewise, the ratio of HOs performed through new adjacencies was 2.17% and 1.04% for the rural-urban and dense-urban scenarios, respectively. From these two indicators, it might wrongly be concluded that the best results are obtained in the rural-urban scenario, as the utilization of the new adjacencies is higher. On the contrary, the larger value of UR of new adjacencies was due to the smaller average number of adjacencies in the list (i.e. 13.4 vs 17.8), while the higher ratio of HO share through new adjacencies was due to the larger number of new adjacencies added (i.e. 2960 vs 1561). To avoid the influence of these factors, the analysis was focused on the RP indicator. While the average RP of the new adjacencies in the rural-urban scenario was 0.65, the same indicator was 0.61 for the dense-urban scenario. This lower value of RP means the new adjacencies in the latter scenario tend to occupy a more significant position in their adjacency list. This trend is corroborated by Figure 8, where the histogram of RP of the new adjacencies is depicted for the two scenarios. From the relative frequency values, it can be deduced that the relative position of the new adjacencies in the dense-urban scenario is more favorable than in the rural-urban scenario, i.e. a larger number of new adjacencies exhibit a low value of RP,
which means a more significant position in the list. This result is more evident in those values of RP corresponding to the first half of the list (i.e. RP ≤ 0.5).

This better performance in dense-urban environments is due to several factors, the foremost of which is the inaccuracy of propagation models used in the planning tool. While accurate propagation prediction is relatively straightforward in rural environments, due to the use of tall isolated masts, dense-urban environments require accurate data to describe terrain topography, which is rarely available. Another factor is the large number cells that cover the same area in dense-urban scenarios. Due to high cell overlapping, cells in these scenarios have many nearby cells that can potentially take a non-negligible share of HOs when added to the neighbor cell list. In contrast, rural cells have few significant adjacencies due to the low level of cell overlap. This statement is backed up by the analysis of the average UR of adjacencies given their position j in the ordered adjacency list, which is presented in Figure 9. For this analysis, only positions up to the average number of active adjacencies (i.e. 14.65) have been considered. While most HOs are concentrated on few adjacencies in rural-urban scenarios, a slightly more equalized HO share is observed in dense-urban environments. Hence, regardless of the number of existing adjacencies, newly added adjacencies always retain a non-negligible utilization in the latter scenario. The last one is the human factor, which is strongly coupled with the previous one. In rural-urban scenarios, the users are confined in localized routes, favoring the concentration of HOs in few adjacencies. Thus, missing adjacencies in these simple scenarios are easily spotted through visual inspection by optimization engineers. By contrast, a missing adjacency in urban scenarios is more difficult to detect due to its subtle effect in network performance and the large number of potential adjacencies. As a consequence, manual inspection is hardly ever performed in these complex scenarios.

**Implementation issues**

A stand-alone programme was coded to test the validity of the proposed method in a real environment. In this trial scenario, the programme was run on a Windows-based single-processor laptop with a clock frequency of 1GHz and 1GByte of RAM. This computer was able to connect to the commercial NMS used by the operator to collect the required input information for cells under optimization (i.e. defined adjacencies, co-ordinates and azimuth bearings). The execution time for all 9120 cells was about 15 minutes, depending on the hardware used, the same task would take several hours up to a few days to complete on a planning tool. The output created by the software was a configuration file, which was required to automatically implement the missing adjacencies in the network. To reduce download time, the configuration file only reflected changes in the adjacency lists of the network, which can be updated incrementally. After the successful trial, this method will be integrated into the software of the NMS to offer this capability as a standard functionality.
Conclusions

A new method for spotting missing adjacencies in GERAN networks, based only on NMS data, has been outlined. To determine its suitability, this method has been trialed in a public network. Results show that, despite the majority of created adjacencies only carried relatively little HO traffic, on some cells very important missing adjacencies could be found. More formally, 44% of these new adjacencies were not the least significant in their list, and can thus be strictly defined as missing adjacencies. Thus, a better adjacency list could be defined without any list extension if new adjacencies substituted current ones with less significance. The comparison of results in different scenarios has shown that the best performance is achieved in dense-urban environments, where propagation prediction models are less accurate, high cell overlapping exists and user mobility pattern is less deterministic.

It is expected that the impact that the implemented changes have on the overall network performance is small, as the number of existing neighbors is extremely large. Thus, no significant effect could be observed in the signal-quality and signal-level measurements, unless the analysis focuses on network areas where significant adjacencies have been added. Likewise, it is clear that a simple methodology as the one outlined here will not be able to identify all missing adjacencies in one attempt. Hence, methods have also been discussed that could improve the obtained accuracy, such as the refinement based on blacklisting adjacencies. Nonetheless, these limitations are more than compensated for by the benefit of a simple and fast algorithm, which is suitable to be applied regularly for the entire network without the need to involve different tools.

Finally, it is worth noting that, although the method has been conceived and validated for GERAN, the approach is equally valid for other cellular technologies. Since the method does not rely on any system specific information, but only on information about the site location and antenna direction, it is also applicable to UTRAN. For the same reason, it could also be applied to the difficult task of identifying neighbor cells between different technologies (e.g. GERAN-UTRAN, UTRAN-WLAN), where missing neighbors are more likely to exist. In the latter case, the only precaution would be to reserve space in the neighbor-cell list for intra-system neighbors.
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Figure captions

Figure 1. Potential neighbors cells in a live environment.

Figure 2. Histogram of the intra-cell handover ratio on a cell basis after the optimization process.

Figure 3. Histogram of the handover utilization ratio in newly created adjacencies.

Figure 4. Scatter plot of utilization ratio of the most significant adjacency versus the number of adjacencies in a cell.

Figure 5. Average utilization ratio of the most significant adjacency versus the number of adjacencies in a cell.

Figure 6. Histogram of the number of active adjacencies per cell in the trial area.

Figure 7. Histogram of the relative-position indicator in new adjacencies.

Figure 8. Histogram of the relative-position indicator in new adjacencies for rural-urban and dense-urban scenarios.

Figure 9. Average utilization ratio of adjacencies in terms of their position in the ordered adjacency list.
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Figure 3

![Diagram showing frequency and cumulative relative frequency of utilization ratio (UR).]
Figure 4
Figure 5

![Graph showing the relationship between Nbr. of adjacencies and Utilization Ratio (UR). The graph includes a line graph and a scatter plot, with markers for Avg[UR/Ni] and Log (Avg[UR/Ni]).]
Figure 6
Figure 7
Figure 8

The figure shows a bar chart comparing the relative position (RP) with relative frequency for two categories: Dense urban and Rural-urban. The x-axis represents the relative position (RP), ranging from 0 to 1, while the y-axis represents the relative frequency, ranging from 0 to 0.3. The bars indicate the frequency distribution for each category at different relative positions.
Figure 9
Table captions

Table 1: Example of outgoing HO activity for a newly created pair of adjacencies

Table 2: Overall results from the optimization process.

Table 3: Comparison of results in dense-urban and rural-urban scenarios.
### Table 1

<table>
<thead>
<tr>
<th>Cell</th>
<th>Total HO #</th>
<th>HO # to cell B</th>
<th>Ratio of HO to cell B</th>
<th>Cell</th>
<th>Total HO #</th>
<th>HO # to cell A</th>
<th>Ratio of HO to cell A</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2836</td>
<td>2496</td>
<td>88.0%</td>
<td>B</td>
<td>20426</td>
<td>2670</td>
<td>13.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nbr. of cells</td>
<td>9120</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nbr. of adjacencies</td>
<td>165898</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. nbr. of defined adjacencies per cell</td>
<td>18.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. nbr. of active adjacencies per cell</td>
<td>14.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. distance to adjacencies [Km]</td>
<td>4.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nbr. of new adjacencies</td>
<td>9052</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. nbr of new adjacencies per cell</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. distance to new adjacencies [Km]</td>
<td>3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nbr. of active new adjacencies</td>
<td>4566</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ratio of active adjacency [%]</td>
<td>50.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total nbr. of HOs (intra-cell HO excluded)</td>
<td>35105676</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total nbr. of HOs in new adjacencies</td>
<td>573398</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ratio of HO in new adjacencies [%]</td>
<td>1.63</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. UR of new adjacencies [%]</td>
<td>3.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std. UR of new adjacencies [%]</td>
<td>7.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. RP of new adjacencies</td>
<td>0.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std. RP of new adjacencies</td>
<td>0.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rural-urban</td>
<td>Dense-urban</td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-------------</td>
<td>-------------</td>
<td>--------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nbr. of cells</td>
<td>2403</td>
<td>1962</td>
<td>9120</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. nbr. of defined adjacencies per cell</td>
<td>16.8</td>
<td>22.5</td>
<td>18.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. nbr. of active adjacencies per cell</td>
<td>13.4</td>
<td>17.8</td>
<td>14.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. distance to adjacencies [Km]</td>
<td>6.3</td>
<td>1.3</td>
<td>4.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nbr. of new adjacencies</td>
<td>2960</td>
<td>1561</td>
<td>9052</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. nbr of new adjacencies per cell</td>
<td>1.23</td>
<td>0.80</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. distance to new adjacencies [Km]</td>
<td>4.5</td>
<td>0.9</td>
<td>3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nbr. of active new adjacencies</td>
<td>1511</td>
<td>741</td>
<td>4566</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ratio of active adjacency [%]</td>
<td>50.9</td>
<td>47.3</td>
<td>50.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total nbr. of HOs (intra-cell HO excluded)</td>
<td>9029777</td>
<td>10398071</td>
<td>35105676</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total nbr. of HOs in new adjacencies</td>
<td>195674</td>
<td>108147</td>
<td>573398</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ratio of HO in new adjacencies [%]</td>
<td>2.17</td>
<td>1.04</td>
<td>1.63</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. UR of new adjacencies [%]</td>
<td>3.13</td>
<td>3.08</td>
<td>3.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std. UR of new adjacencies [%]</td>
<td>7.68</td>
<td>7.00</td>
<td>7.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% conf. int. avg. UR of new adjacencies</td>
<td>[3.122,3.143]</td>
<td>[3.060,3.09]</td>
<td>[3.37,3.38]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg. RP of new adjacencies</td>
<td>0.65</td>
<td>0.61</td>
<td>0.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std. RP of new adjacencies</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% conf. int. avg. RP of new adjacencies</td>
<td>[0.650,0.651]</td>
<td>[0.613,0.615]</td>
<td>[0.641,0.641]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>