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Abstract. For 0 < p < ∞ and α > −1, we let Dp
α denote the space

of those functions f which are analytic in the unit disc D in C and
satisfy

∫
D(1−|z|2)α|f ′(z)|p dx dy < ∞. Of special interest are the spaces

Dp
p−1 (0 < p < ∞) which are closely related with Hardy spaces and

the analytic Besov spaces Bp = Dp
p−2 (1 < p < ∞). A good number

of results on the boundedness of integration operators and multipliers
from Dp

α to Dq
β are known in the case p < q. Here we are mainly

concerned with the upper triangle case 0 < q ≤ p. We describe the
boundedness of these operators from Dp

α to Dq
β in the case 0 < q < p.

Among other results we prove that if 0 < q < p and pβ−qα
p−q

≤ −1

then the only pointwise multiplier from Dp
α to Dq

β is the trivial one. In

particular, we have that 0 is the only multiplier from Dp
p−1 to Dq

q−1 if
p 6= q, and from Bp to Bq if 1 < q < p. Also, we give a number of
explicit examples of multipliers from Dp

α to Dq
β in the remaining case

pβ−qα
p−q

> −1. Furthermore, we present a number of results on the self-

multipliers of Dp
α (0 < p < ∞, α > −1). We prove that 0 is the only

compact multiplier from Dp
p−1 to itself (0 < p < ∞) and we give a

number of explicit examples of functions which are self-multipliers of
Dp

α.
We consider also the closely related question of of characterizing the

Carleson measures for the spaces Dp
α. In particular, we prove construc-

tively that a result of Arcozzi, Rochberg and Sawyer characterizing the
Carleson measures for Dp

α in the range −1 < α < p − 1 cannot be ex-
tended to cover the case α = p − 1 and we find a certain condition on
a measure µ which is necessary for µ to be a q-Carleson measure for
Dp

α (0 < q < p, α > −1). This result plays a basic role in our work
concerning integration operators.
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Introduction

If f and g are analytic functions in the unit disc D, we set

Ig(f)(z) =
∫ z

0
g(ξ)f ′(ξ)dξ, Jg(f)(z) =

∫ z

0
g′(ξ)f(ξ) dξ, z ∈ D.

We set also Mg(f) = gf . In this paper we are interested in studying the
integration operators Ig, Jg and the multiplication operators Mg acting on
the spaces of analytic functions in D of Dirichlet type Dp

α (0 < p < ∞, α >
−1) and, also, in the closely related question of characterizing the Carleson
measures for these spaces. Of special interest are the spaces Dp

p−1 (0 <

p < ∞) which are closely related with Hardy spaces and the conformally
invariant analytic Besov spaces Bp = Dp

p−2 (1 < p < ∞).
A good number of results about the boundedness of the mentioned oper-

ators from Dp
α to Dq

β are known in the case p < q. In this paper we shall
be mainly concerned in the upper triangle case 0 < q ≤ p. We obtain a
complete characterization of the boundedness of Ig, Jg and Mg from Dp

α to
Dq

β in the case 0 < q < p, α, β > −1. Among other results we shall prove
that for a wide range of the parameters p, α, q, β the only multiplier from
Dp

α to Dq
β is the trivial one. In particular, we have:

(i) If 0 < p, q < ∞ and p 6= q then the only multiplier from Dp
p−1 to Dq

q−1

is identically zero. Furthermore, the only compact multiplier from Dp
p−1 to

itself (0 < p < ∞) is also the trivial one.
(ii) If 1 < q < p then 0 is the only multiplier mapping Bp to Bq.
We present also a number of explicit examples of nontrivial multipliers

for the other values of the parameters.

Carleson measures arise in many questions involving analysis in function
spaces. In particular, they play a basic role to study the boundedness of the
operators mentioned above. Characterizations of the q-Carleson measures
for the space Dp

α are known for certain values of the parameters p, q, α but
some cases remain open. Specially, we mention that it is an open question to
find a characterization of the q-Carleson measures for the space Dp

p−1 in the
cases q < p and p = q > 2. In this paper we obtain a number of results which
give some light on these questions and which are also useful in our study of
the boundedness of operators between distinct spaces of Dirichlet type. In
particular, we prove constructively that a result of Arcozzi, Rochberg and
Sawyer characterizing the Carleson measures for Dp

α in the range p > 1,
−1 < α < p − 1 cannot be extended to cover the case α = p − 1. We also
find a certain condition on a measure µ which is necessary for µ to be a
q-Carleson measure for Dp

α (0 < q < p, α > −1). This result plays a basic
role in our work concerning the integration operators. In order to prove the
necessity of our condition we use a decomposition theorem for the spaces
Dp

α which is based on one of Rochberg for Bergman spaces and may be of
independent interest.
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We close this section noticing that, as usual, we shall be using the con-
vention that Cp,α,q,β . . . will denote a positive constant which depends only
upon the displayed parameters p, α, q, β . . . (which sometimes will be omit-
ted) but not necessarily the same at different occurrences. Also, throughout
the paper, if p, q > 1, p′ and q′ denote the “exponents conjugate” to p and
q, respectively, that is, 1

p + 1
p′ = 1

q + 1
q′ = 1.

1. Statement of the main results

1.1. Multipliers and integration operators between Dirichlet spaces.
Let D = {z ∈ C : |z| < 1} denote the open unit disc of the complex plane C
and let Hol(D) be the space of all analytic functions in D.

If 0 < r < 1 and f ∈ Hol(D), we set

Mp(r, f) =
(

1
2π

∫ 2π

0
|f(reit)|p dt

)1/p

, 0 < p < ∞,

M∞(r, f) = sup
|z|=r

|f(z)|.

If 0 < p ≤ ∞ the Hardy space Hp consists of those f ∈ Hol(D) such that
‖f‖Hp

def= sup0<r<1 Mp(r, f) < ∞ (see [11] for the theory of Hp-spaces). If
0 < p < ∞ and α > −1, the weighted Bergman space Ap

α consists of those
f ∈ Hol(D) such that

‖f‖Ap
α

def=
(

(α + 1)
∫

D
(1− |z|)α|f(z)|p dA(z)

)1/p

< ∞.

The unweighted Bergman space Ap
0 is simply denoted by Ap. Here, dA(z) =

1
πdx dy denotes the normalized Lebesgue area measure in D. We refer to
[12], [21] and [33] for the theory of these spaces.

The space Dp
α (0 < p < ∞, α > −1) consists of those f ∈ Hol(D) such

that f ′ ∈ Ap
α. Hence, if f is analytic in D, then f ∈ Dp

α if and only if

‖f‖p
Dp

α

def= |f(0)|p + ‖f ′‖p
Ap

α
< ∞.

If p < α + 1 then it is well known that Dp
α = Ap

α−p (see, e. g. Theorem 6
of [14]). On the other hand, if p > α + 2 then Dp

α ⊂ H∞. Therefore the
interesting ranges for (p, α) are α+1 ≤ p ≤ α+2. It is trivial that D2

1 = H2

and we have Hp ⊂ Dp
p−1 for 2 ≤ p < ∞ [22], and Dp

p−1 ⊂ Hp for 0 < p ≤ 2
[14, 29]. For p > 1, the space Dp

p−2 is the analytic Besov space Bp. The
spaces Bp, 1 < p < ∞, form a nested scale of conformally invariant which
are contained in V MOA and show up naturally in different settings (see [4],
[9] and [34]). In particular, D2

0 = B2 is the classical Dirichlet space.
In this paper we shall focus our attention to study the boundedness and

compactness of a number of important operators acting between distinct
Dirichlet spaces.
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For g analytic in D, the integration operators Ig and Jg are defined as
follows:

Ig(f)(z) def=
∫ z

0
g(ξ)f ′(ξ)dξ, f ∈ Hol(D), z ∈ D.

Jg(f)(z) def=
∫ z

0
g′(ξ)f(ξ) dξ, f ∈ Hol(D), z ∈ D.

The integration operators Ig and Jg have been studied in a good number
of papers. Let us just mention here that Aleman and Cima characterized in
[2] those g ∈ Hol(D) for which Jg maps Hp into Hq, and that Aleman and
Siskakis studied in [3] the operators Jg acting on Bergman spaces. A lot of
information about the operators Jg acting on Hardy and Bergman spaces
and in other related spaces can be found in the recent survey paper [1].

For g ∈ Hol(D), the multiplication operator Mg is defined by

Mg(f)(z) def= g(z)f(z), f ∈ Hol(D), z ∈ D.

If X and Y are two spaces of analytic function in D (which will always be
assumed to be Banach or F -spaces continuously embedded in Hol(D)) and
g ∈ Hol(D) then g is said to be a multiplier from X to Y if Mg(X) ⊂ Y .
The space of all multipliers from X to Y will be denoted by M(X, Y ) and
M(X) will stand for M(X, X). Using the closed graph theorem we see that
for any of the three operators Ig, Jg, Mg, we have that if it applies X into
Y then it is continuous from X to Y . We remark also that

(1.1) Ig(f) + Jg(f) = Mg(f)− f(0)g(0).

Thus if two of the operators Ig, Jg,Mg is bounded from X to Y so is the
third one.

Girela and Peláez [18] studied the boundedness of these operators from
Dp

α to Dq
β in the lower triangle case (0 < p < q) and, among others, they

obtained the following results.

Theorem A. Suppose that g ∈ Hol(D), 0 < p < q and α, β > −1. If p > α
then the following conditions are equivalent:

(i) Ig is a bounded operator from Dp
α to Dq

β.

(ii) M∞(r, g) = O
(
(1− r)

2+α
p
−β+2

q

)
.

Theorem B. Suppose that g ∈ Hol(D), 0 < p < q and α, β > −1. If
p− 2 < α < p, and 2+α

p − β+2
q > 0, the following conditions are equivalent:

(i) Ig : Dp
α → Dq

β is a bounded operator.
(ii) Mg : Dp

α → Dq
β is a bounded operator.

(iii) g ≡ 0.

In particular, if 0 < p < q then M(Dp
p−1,D

q
q−1) = {0}.

In this paper we are interested in the upper triangle case, 0 < q ≤ p. Let
us start with the case 0 < q < p. We shall prove the following results.
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Theorem 1. Suppose that g ∈ Hol(D), 0 < q < p, α, β > −1 and pβ−qα
p−q >

−1. Then:

(1) Ig maps Dp
α to Dq

β if and only if g ∈ A
pq

p−q
pβ−qα

p−q

.

(2) If g ∈ M(Dp
α,Dq

β) then g ∈ A
pq

p−q
pβ−qα

p−q

.

(3) If Jg maps Dp
α to Dq

β then g ∈ A
pq

p−q
pβ−qα

p−q

.

(4) The following two conditions are equivalent:
(a) Mg maps Dp

α to Dq
β.

(b) Jg maps Dp
α to Dq

β.

Theorem 2. Suppose that g ∈ Hol(D), 0 < q < p, α, β > −1 and pβ−qα
p−q ≤

−1. Then the following conditions are equivalent:
(1) Ig maps Dp

α to Dq
β.

(2) Mg maps Dp
α to Dq

β.
(3) g ≡ 0.

We remark that part (4) of Theorem 1 does not remain true for pβ−qα
p−q ≤

−1. Indeed, it is trivial that if g is constant and not identically zero then
Jg ≡ 0 and, hence, Jg(Dp

α) ⊂ Dq
β, however Theorem 2 implies that g /∈

M(Dp
α,Dq

β) in this case. Non constant examples can be given also. For
example, Theorem 2 implies that M(H2,D1

0) = {0} but it is easy to see
that if 0 < α ≤ 1 and g belongs to the mean-Lipschitz space Λ2

α (see [11,
Chapter 5]) then Jg(H2) ⊂ D1

0.

We remark also that, using the convention that Ap
γ = {0} if γ ≤ −1, The-

orem 2 can be thought as saying that conclusions (1) and (2) of Theorem 1
hold whenever 0 < q < p and α, β > −1.

Next we shall give explicit examples of non-trivial multipliers from Dp
α

into Dq
β in the case 0 < q < p and pβ−qα

p−q > −1. First of all, let us remark
that if α > p − 1 then we also have β > q − 1 and then Dp

α = Ap
α−p,

Dq
β = Aq

β−q. Then, Theorem 1 (iv) of [32] yields

M(Dp
α,Dq

β) = M(Ap
α−p, A

q
β−q) = A

pq
p−q
pβ−qα

p−q

, 0 < q < p, α > p− 1, β > q − 1.

Turning to the case p − 2 ≤ α ≤ p − 1, we shall study the question
of characterizing the power series with Hadamard gaps which belong to
M(Dp

α,Dq
β) in this range of the parameters. Before stating our results it is

worth recalling the characterization of the power series with Hadamard gaps
in the spaces Dp

α, a result which can be deduced from Proposition 2.1 of [7].

Proposition A. Suppose that 0 < p < ∞, α > −1 and f is an analytic
function in D which is given by a power series with Hadamard gaps,

f(z) =
∑∞

k=1 akz
nk (z ∈ D) with nk+1 ≥ λnk for all k (λ > 1).
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Then,

f ∈ Dp
α ⇐⇒

∞∑
k=1

np−α−1
k |ak|p < ∞.

Theorem 3. Suppose that 0 < q < p < ∞, α, β > −1, pβ−qα
p−q > −1 and

let g be an analytic function in D which is given by a power series with
Hadamard gaps. If either p − 2 ≤ α < p − 1 or α = p − 1 and p ≤ 2, then
g ∈ M(Dp

α,Dq
β) if and only if g ∈ Dq

β.

Our next result asserts that Theorem 3 cannot be extended to cover the
case α = p− 1 and p > 2.

Theorem 4. Suppose that 2 < p < ∞, 0 < q < p and β > q − 1. Then
there exists g ∈ Dq

β which is given by a power series with Hadamard gaps
and such that g /∈ M(Dp

p−1,D
q
β).

Joining Theorem B and Theorem 2 we see that M(Dp
α,Dq

β) = {0} for a
wide range of values of the parameters p, α, q, β. Indeed, we can state the
following result.

Corollary 1. (i) Suppose that 0 < p, q < ∞, p 6= q, α, β > −1, p− 1 ≤ α
and β ≤ q − 1. Then M(Dp

α,Dp
β) = {0}.

In particular: If 0 < p < ∞ and p 6= q then M(Dp
p−1,D

q
q−1) = {0}.

(ii) If 1 < q < p < ∞ then M(Bp, Bq) = {0}.

We note here a difference between Besov spaces and the spaces Dp
p−1: If

p < q then Bp ⊂ Bq and, hence, M(Bp, Bq) 6= {0}; however, if p 6= q there is
no relation of inclusion between Dp

p−1 and Dq
q−1 and, in fact, we have proved

that M(Dp
p−1,D

q
q−1) = {0} in this case.

We shall also prove the following extension of Corollary 1 concerning the
case p = q.

Theorem 5. Suppose 0 < p < ∞, α, β > −1. If either p − 1 ≤ α and
β < p− 1 or p− 1 < α and β ≤ p− 1 then M(Dp

α,Dp
β) = {0}.

Certainly, for any p ∈ (0,∞) we have that M(Dp
p−1,D

p
p−1) = M(Dp

p−1) 6=
{0}: It is trivial that any constant function belongs to M(Dp

p−1). Wu gave in
[31, Theorem 4.2] a characterization M(Dp

p−1) in terms of Carleson measures
(see Section 1.2 below) and a number of explicit non trivial elements of
M(Dp

p−1) are known. For instance:
• Vinogradov proved in [29] that that the atomic singular inner function

Sγ,η(z) = exp
(

γ
z + η

z − η

)
, z ∈ D,
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where, γ > 0 and η ∈ ∂D, belongs to M(Dp
p−1), whenever 0 < p ≤ 2. He

also gave a number of conditions on the zeros of a Blaschke product B under
which B ∈ M(Dp

p−1) (0 < p < 2).
• Girela and Peláez gave in Section 5 of [17] several other examples of

multipliers of Dp
p−1, 0 < p < 2. In particular, Theorem 5.2 of [17] asserts

that if 0 < q ≤ 1, q ≤ p < 2 and g is an analytic function in D which is
given by a power series with Hadamard gaps, g(z) =

∑∞
k=1 akz

nk (z ∈ D),
with

∑∞
k=1 |ak|q < ∞ then g ∈ M(Dp

p−1). The following theorem contains
an improvement of this result and is also an extension of Theorem 3.

Theorem 6. Suppose that 0 < p < ∞, α > −1 and let g be an analytic
function in D which is given by a power series with Hadamard gaps. We
have:

(i) If p− 1 < α, then g ∈ M(Dp
α) if and only if g ∈ H∞.

(ii) If α < p− 1, then g ∈ M(Dp
α) if and only if g ∈ Dp

α.
(iii) If 1 < p ≤ 2 and α = p− 1, then g ∈ M(Dp

α) if and only if g ∈ H∞.
(iv) If 0 < p ≤ 1 and α = p− 1, then g ∈ M(Dp

α) if and only if g ∈ Dp
α.

We recall that if g ∈ M(Dp
α) then g ∈ H∞∩Dp

α (see, e. g., [29, Lemma 1.10]
and use the fact that Dp

α contains the constants functions). Theorem 6 shows
that, except in the case α = p−1 and p > 2, for a function g given by a power
series with Hadamard gaps the condition g ∈ H∞ ∩ Dp

α is also sufficient to
assert that g ∈ M(Dp

α).
It is natural to ask whether or not part (iii) of Theorem 6 remains true

for p > 2. We shall show that the answer is negative (note that if p > 2
then H∞ ∩ Dp

p−1 = H∞).

Theorem 7. Suppose that 2 < p < ∞. Then there exists a function g ∈
Hol(D) given by a power series with Hadamard gaps such that g ∈ H∞ \
M(Dp

p−1).

Once we know a number of nontrivial examples of multipliers of the space
Dp

p−1, it is natural to ask whether or not there is some non-trivial g ∈ Hol(D)
such that Mg is a compact operator from Dp

p−1 to itself. Our next result
asserts that the answer to this question is negative.

Theorem 8. Suppose that 0 < p < ∞ and g ∈ Hol(D). Then Mg is a
compact operator from Dp

p−1 to itself if and only if g ≡ 0.

1.2. Carleson measures for Dirichlet spaces. If I ⊂ ∂D is an interval,
|I| will denote the length of I. The Carleson square S(I) is defined as
S(I) = {reit : eit ∈ I, 1− |I|

2π ≤ r < 1}. Also, for a ∈ D, the Carleson box
S(a) is defined by

S(a) =
{

z ∈ D : 1− |z| ≤ 1− |a|,
∣∣∣arg(az̄)

2π

∣∣∣ ≤ 1− |a|
2

}
.
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We shall also use the modified box

S̃(a) =
{

z ∈ D : 1− |z| ≤ 2(1− |a|),
∣∣∣arg(az̄)

2π

∣∣∣ ≤ 1− |a|
2

}
.

If s > 0 and µ is a positive Borel measure on D, we shall say that µ is an
s-Carleson measure if there exists a positive constant C such that

µ (S(I)) ≤ C|I|s, for any interval I ⊂ ∂D,

or, equivalently, if there exists C > 0 such that

(1.2) µ (S(a)) ≤ C(1− |a|)s, for all a ∈ D.

An 1-Carleson measure will be simply called a (classical) Carleson measure.
If X is a subspace of Hol(D), 0 < q < ∞ and µ is a positive Borel

measure in D, µ is said to be a “q-Carleson measure for the space X” or
an “(X, q)-Carleson measure” if X ⊂ Lq(dµ). The q-Carleson measures
for the spaces Hp, 0 < p, q < ∞ are completely characterized. Carleson
proved in his fundamental paper [8] that the p-Carleson measures for Hp

(0 < p < ∞) are the (classical) Carleson measures. Duren [10] (see also
[11, Theorem 9. 4]) extended this result showing that, for 0 < p < q, the q-
Carleson measures for Hp are precisely the q/p-Carleson measures. Luecking
[25] solved the remaining case 0 < q < p.

The q-Carleson measures for the Bergman space Ap
α have been also char-

acterized by Luecking [23] in the case p ≤ q, and in [24] and [26] in the case
q < p (see [32, Theorem D]).

Carleson measures arise in many questions involving analytic function
spaces. In particular, they play a very important role studying the bound-
edness and compactness of operators acting between them:

If 0 < p < ∞, α > −1 and g ∈ Hol(D), we let µg,p,α be the Borel measure
on D defined by

dµg,p,α(z) = (1− |z|2)α|g′(z)|p dA(z).

It follows readily from the definitions that:
Jg is a bounded operator from Dp

α to Dq
β if and only if the measure µg,q,β

is a (Dp
α, q)-Carleson measure.

We can also state the following result.

Theorem C. Let g be an analytic function in D.
(i) If α > −1 and 0 < p < ∞, then g ∈ M(Dp

α) if and only if g ∈ H∞

and the measure µg,p,α is a p-Carleson measure for Dp
α.

(ii) If 0 < p < q, α, β > −1 and p − 2 < α < p, then g ∈ M(Dp
α,Dq

β) if
and only if

M∞(r, g) = O
(
(1− r)

2+α
p
− 2+β

q

)
and µg,q,β is a q

p(α− p + 2)-Carleson measure.

(iii) If 0 < q < p, α, β > −1 and pβ−qα
p−q > −1 then g ∈ M(Dp

α,Dq
β) if and

only if the measure µg,q,β is a (Dp
α, q)-Carleson measure.
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Here: (i) comes from [29, Lemma 1.10]) (see also [31, Theorem 4.2] and
[5, Theorem 15]); (ii) is Theorem 3 of [18] and (iii) follows from Theorem 1.

We shall obtain a number of results about the (Dp
α, q)-Carleson measures.

Some of them will be used to proved those stated in Section 1.1.
Let us start with the case p = q. The p-Carleson measures for the space

Dp
α will be called simply Dp

α-Carleson measures and have been characterized
for all the admissible pairs (p, α) except for those with p > 2 and α = p− 1
(see [5], [23], [29] and [31]). Let us mention that Wu proved in [31] that for
0 < p ≤ 2, the Dp

p−1-Carleson measures are precisely the classical Carleson
measures and conjectured that the same result was true for p > 2. Girela and
Peláez proved in [17] that this conjecture is not true proving the following
result.

Theorem D. Suppose that 2 < p < ∞. Then there exists g ∈ Hol(D) such
that the measure µg,p on D given by dµg,p(z) = (1− |z|2)p−1|g′(z)|p dA(z) is
not a Dp

p−1-Carleson measure but is a classical Carleson measure.

We remark here that our Theorem 7 improves this. Indeed, the function
g constructed in Theorem 7 works to prove Theorem D and it satisfies the
additional condition of being bounded.

If 1 < p < ∞ and ρ is a positive Borel measurable weight function on D,
the weighted Besov spaces Bp(ρ) consists of those f ∈ Hol(D) such that

‖f‖Bp(ρ)
def= |f(0)|p +

∫
D
|(1− |z|2)f ′(z)|pρ(z)

dA(z)
(1− |z|2)2

< ∞.

Notice that if ρ(z) ≡ 1 then Bp(ρ) = Bp. Also,

(1.3) Dp
α = Bp(ρ) for ρ(z) = (1− |z|2)α−p+2, 1 < p < ∞, α > −1.

For 1 < p ≤ q < ∞ and a certain class of “p-admissible weights”ρ, Arcozzi,
Rochberg and Sawyer [5] characterized the (Bp(ρ), q)-Carleson measures.
The weight ρ(z) = (1− |z|2)β is p-admissible if and only if 1− p < β < 1 [5,
p. 445]. Using this, (1.3) and Theorem 1 of [5] we obtain the following.

Theorem E. Suppose that 1 < p < ∞, −1 < α < p− 1 and µ is a positive
Borel measure on D. Then µ is a Dp

α-Carleson measure if and only if there
exists a positive constant C(µ) such that for all a ∈ D

(1.4)
∫

S̃(a)
(1− |z|)−[α−p+2] p′

p
−2

µ (S(z) ∩ S(a))p′ dA(z) ≤ C(µ)µ (S(a)) .

The weight ρ(z) = 1− |z| is not p-admissible, and then Theorem 1 of [5]
does not yield a characterization of the (Dp

p−1, q)-Carleson measures (1 <

p ≤ q < ∞). In spite of this, it is natural to ask whether Theorem E remains
true for α = p− 1. That is, we can formulate the following question.

Question 1. Suppose that 1 < p < ∞ and µ is a positive Borel measure
on D. Are the following two conditions equivalent?
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(i) µ is a Dp
p−1-Carleson measure.

(ii) There exists a positive constant C(µ) such that for all a ∈ D

(1.5)
∫

S̃(a)
(1− |z|)−

p′
p
−2

µ (S(z) ∩ S(a))p′ dA(z) ≤ C(µ)µ (S(a)) .

Since the weight ρ(z) = 1−|z| is regular in the sense of [5], an examination
of the proof of Theorem E shows that (ii) implies (i). Next we show that
the other implication is not true.

Theorem 9. Suppose that 1 < p < ∞ then there exists a positive Borel
measure µ on D which is a Dp

p−1-Carleson measure for which

(1.6) sup
a∈D

∫
S̃(a)(1− |z|)

− p′
p
−2

µ (S(z) ∩ S(a))p′ dA(z)

µ (S(a))
= ∞.

Let us turn now to the upper triangle case 0 < q < p. Let % denote the
pseudohyperbolic distance in D

%(z, w) = |ϕw(z)| =
∣∣∣∣ z − w

1− wz

∣∣∣∣ , z, w ∈ D.

The pseudohyperbolic disc of center a and radius r (a ∈ D, 0 < r < 1) is the
set ∆(a, r) = {z ∈ D : %(a, z) < r}.

Arcozzi [6] has recently proved the following result.

Theorem F. If 1 < q < p < ∞ and ρ is a p-admissible weight, then a
positive Borel measure µ on D is a (Bp(ρ), q)-Carleson measure if and only
if

(1.7)
∫

D
(Wρ,p(µ)(z))

q(p−1)
p−q dµ(z) < ∞.

Here and and throughout the paper Wρ,p(µ)(z) denotes the “boundary
Wolff potential associated to ρ, p and µ” which is defined by

Wρ,p(µ)(z) =
∫

[0,z]

(
µ (S(w))

ρ(w)

)p′−1 |dw|
1− |w|2

.

Theorem F with ρ(z) = (1 − |z|2)α−p+2, yields a characterization of the
(Dp

α, q)-Carleson measures for 1 < q < p and −1 < α < p − 1. On the
other hand, the following characterization of the (Dp

α, q)-Carleson measures
for 1 < q < p and α > p − 1 follows from results of Luecking [24, 26] (see
also [32, Theorem D]).

Theorem G. Suppose that 0 < q < p, α > p− 1 and µ is a positive Borel
measure on D. Then µ is a q-Carleson measure for Dp

α if and only if

(1.8)
∫

D

(
µ (∆(z, δ))

(1− |z|2)2+α

) p
p−q

(1− |z|2)
pq

p−q
+α

dA(z) < ∞,

for a certain δ ∈ (0, 1).
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It is natural to ask whether or not either Theorem F or Theorem G can be
extended to cover the remaining case α = p−1. First of all, an examination
of the proof of Theorem F in [6] shows that condition (1.7) implies that µ
is a Carleson measure for (Bp(ρ), q) if we only assume that ρ is regular (as
defined in [5, p. 445] or in [6, p. 2]), not necessarily p-admissible. Since the
weight ρ(z) = 1− |z| is regular we deduce the following.

Theorem H. If 1 < q < p and µ is a positive finite Borel measure on D
such that

(1.9)
∫

D

(
W1−|w|,p(µ)(z)

) q(p−1)
p−q dµ(z) < ∞,

then µ is a q-Carleson measure for Dp
p−1.

Thus, whenever 1 < q < p, (1.7) with ρ(z) = 1−|z| is a sufficient condition
for µ being a (Dp

p−1, q)-Carleson measure. Our next result asserts that it is
not a necessary condition.

Theorem 10. Suppose that 1 < q < p. Then there exists a positive Borel
measure µ on D such that Dp

p−1 ⊂ Lq(dµ) and

(1.10)
∫

D

(
W1−|w|,p(µ)(z)

) q(p−1)
p−q dµ(z) = ∞.

Regarding Theorem G we shall prove the following.

Theorem 11. Suppose that 0 < q < p and p > 2. Then there exists
a positive Borel measure µ on D which is a q-Carleson measure for Hp,
satisfies (1.8) with α = p− 1, but it is not a q-Carleson measure for Dp

p−1.

It is worth noticing that for 0 < p < q the (Hp, q)-Carleson measures and
the (Dp

p−1, q)-Carleson measures coincide (see [10] and [18, Theorem 1]).
Theorem 11 shows that this does not remain true in the upper triangle case.

Next we show that if 0 < q < p and α > −1, (1.8) is a necessary condi-
tion for µ being a (Dp

α, q)-Carleson measure, a result which will be used in
Section 4.

Theorem 12. Suppose that 0 < q < p and α > −1. If µ is a positive Borel
measure on D which is a (Dp

α, q)-Carleson measure then there exists δ0 > 0
such that, whenever 0 < δ < δ0, we have

(1.11)
∫

D

(
µ (∆(z, δ))

(1− |z|2)2+α

) p
p−q

(1− |z|2)
pq

p−q
+α

dA(z) < ∞.

We close this section saying that from now on the paper is organized as
follows:
• In Section 2 we prove Theorems 9, 10 and 11 constructing explicit

examples of measures which show the impossibility of extending to the case
α = p−1 distinct results on (Dp

α, q)-Carleson measures valid for other values
of α.
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• Section 3 is devoted to prove Theorem 12. In order to do so, we prove a
decomposition theorem for the spaces Dp

α which is related to one of Rochberg
[28] for Bergman spaces.
• Section 4 contains proofs of our main results about the boundedness

of integration operators and multipliers from Dp
α to Dq

β in the case q < p

(Theorems 1 and 2). Theorem 12 is a key ingredient in our work in this
section.
• Section 5 contains a proof of Theorem 5 and also a proof of Theorem 2

which makes no use of Theorem 12. Instead, we use a number of results
concerning power series with Hadamard gaps, the sets of zeros of functions
in the Dirichlet spaces and, also, arguments involving the use of Rademacher
functions.
• Section 6 contains the proofs of our results concerning the characteriza-

tion of the power series with Hadamard gaps which are multipliers between
Dirichlet spaces (Theorems 3, 4, 6 and 7).
• Finally, Section 7 is devoted to prove Theorem 8 on compact multipliers.

2. Counterexamples related to (Dp
p−1, q)-Carleson measures

This section is devoted to construct the measures µ whose existence is
insured in Theorems 9, 10 and 11. These measures are radial, in fact, they
are all of the form

(2.1) dµ(z) =
dA(z)

(1− |z|) logγ e
1−|z|

for an appropriate γ > 0. We shall list a number of results about these
measures in Proposition 1, but before doing so we need to introduce some
further notation.

For a ∈ D we define

Ŝ(a) =
{

z ∈ D : 1− |z| ≤ 1
2
(1− |a|),

∣∣∣arg(az̄)
2π

∣∣∣ ≤ 1− |a|
4

}
.

It is clear that

(2.2) z ∈ Ŝ(a) ⇒ S(z) ⊂ S(a).

Proposition 1. Suppose that γ > 1 and let µ be the Borel measure on D
defined by (2.1). Then:

(i) µ (S(a)) � µ
(
Ŝ(a)

)
� (1− |a|) log1−γ e

1−|a| .

(ii) If 0 < q ≤ p ≤ 2 then µ is (Dp
p−1, q)-Carleson measure.

(iii) If p > 2, 0 < q ≤ p and γ > 1 + q
2 then µ is (Dp

p−1, q)-Carleson
measure.

Proof. A simple computation gives (i).
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Suppose that 0 < q ≤ p ≤ 2. Take f ∈ Dp
p−1. Since that Dp

p−1 ⊂ Hp and
Ms(r, f) increases with s, we have∫

D
|f(z)|q dµ(z) ≤

∫ 1
0 M q

q (r, f) dr
(1−r) logγ e

1−r

≤
∫ 1
0 M q

p (r, f) dr
(1−r) logγ e

1−r

≤ C||f ||qHp

∫ 1
0

dr
(1−r) logγ e

1−r
< ∞.

Thus, we have proved that Dp
p−1 ⊂ Lq(dµ). Hence, (ii) holds.

Suppose now that p > 2, 0 < q ≤ p and γ > 1 + q
2 and take f ∈ Dp

p−1.

We have, Mp(r, f ′) = O
(

1
1−r

)
, as r → 1, and then, using Theorem 1.1 of

[16], we deduce that

Mp(r, f) = O

((
log

1
1− r

)1/2
)

, as r → 1,

which implies∫
D
|f(z)|q dµ(z) ≤

∫ 1
0 M q

q (r, f) dr
(1−r)(log e

1−r )
γ

≤
∫ 1
0 M q

p (r, f) dr
(1−r)(log e

1−r )
γ

≤ C
∫ 1
0

dr

(1−r)(log e
1−r )

γ− q
2

< ∞,

that is, f ∈ Lq(dµ). Hence, we have proved (iii). �

Proof of Theorem 9. We split the proof in two cases.
Case 1: 1 < p ≤ 2. Take µ defined as in (2.1) for a certain γ with

(γ − 1)(p′ − 1) < 1 < (γ − 1)p′. Using Proposition 1 (ii) we deduce that µ
is a Dp

p−1-Carleson measure. On the other hand, (2.2) and Proposition 1 (i)
imply ∫

S̃(a)(1− |z|)
− p′

p
−2

µ (S(z) ∩ S(a))p′ dA(z)

≥
∫
Ŝ(a)(1− |z|)

− p′
p
−2

µ (S(z))p′ dA(z)

≥ C
∫
Ŝ(a)(1− |z|)

−1
(
log e

1−|z|

)−p′(γ−1)
dA(z)

� (1− |a|)
(
log e

1−|a|

)1−p′(γ−1)
.

This, the fact that (γ − 1)(p′ − 1) < 1 and Proposition 1 (i) yield (1.6).
Case 2: 2 < p < ∞. Take µ defined as in (2.1) with 1 + p

2 < γ < p. By
Proposition 1 (iii), µ is a Dp

p−1-Carleson measure. Arguing as in case 1 we
deduce that∫

S̃(a)
(1−|z|)−

p′
p
−2

µ (S(z) ∩ S(a))p′ dA(z) ≥ (1−|a|) log
(

e

1− |a|

)1−p′(γ−1)

.
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Now, the condition γ < p implies that 1− p′(γ− 1) > 1−γ and then, using
Proposition 1(i), (1.6) follows. �

Proof of Theorem 10. The proof is splitted in two cases.
Case 1: 1 < p ≤ 2. Take γ such that 1 < γ ≤ 1 + q(p−1)

p and let µ

be defined as in (2.1) with this γ. Proposition 1 (ii) shows that µ is a
(Dp

p−1, q)-Carleson measure.
On the other hand, Proposition 1 (i) implies that if w ∈ D,

µ (S(w)) � 1− |w|
logγ−1 e

1−|w|
.

Then, bearing in mind the election of γ, if |z| ≥ 1
2 , we have

W(1−|w|),p(µ)(z) ≥ C
∫ |z|
0

(
log e

1−|w|

)−γ+1
p−1 |dw|

1−|w|

≥ C
(
log e

1−|z|

) p−γ
p−1

.

This and the fact that γ + q(γ−p)
p−q < 1 imply∫

D
(
W1−|w|,p(µ)(z)

) q(p−1)
p−q dµ(z)

≥ C
∫ 1

1
2

[(
log e

1−r

) p−γ
p−1

] q(p−1)
p−q

dr
(1−r) logγ e

1−r
(2.3)

≥ C
∫ 1

1
2

dr

(1−r)(log e
1−r )

γ+
q(γ−p)

p−q

= ∞.

This finishes the proof in this case.
Case 2: 2 < p < ∞. Take ε such that 0 < ε < q

(
1
2 −

1
p

)
. Notice that

then
q

2
+ ε < p− 1 and

p ε+q(− p
2
+1)

p−q < 0.

Let µ be the measure defined by (2.1) with γ = 1 + q
2 + ε, that is,

dµ(z) =
dA(z)

(1− |z|)
(
log e

1−|z|

)1+ q
2
+ε

.

Using Proposition 1 we deduce that µ is a (Dp
p−1, q)-Carleson measure and

that

µ (S(w)) ≥ C
1− |w|(

log e
1−|w|

) q
2
+ε

,

which, bearing in mind the election of ε, implies that if |z| ≥ 1
2 then

W(1−|w|),p(µ)(z) ≥ C

(
log

e

1− |z|

) p−1−q/2−ε
p−1

.
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This yields ∫
D
(
W1−|w|,p(µ)(z)

) q(p−1)
p−q dµ(z)

≥ C
∫ 1

1
2

[(
log e

1−r

) p−1−q/2−ε
p−1

] q(p−1)
p−q

dr

(1−r)(log e
1−r )

1+
q
2+ε

(2.4)

≥ C
∫ 1

1
2

dr

(1−r)(log e
1−r )

1+
pε+q(− p

2 +1)
p−q

= ∞.

This finishes proof. �

Proof of Theorem 11. Take β and γ such that 1
p < β < 1

2 and 1 < γ ≤
1 + q

(
1
2 − β

)
and let µ be the measure defined by

dµ(z) =
dA(z)

(1− |z|) logγ
(

e
1−|z|

) .

Since µ is a finite radial measure and Hp ⊂ Hq it follows readily that
Hp ⊂ Lq(dµ). Also, it is easy to see that there exist positive constants α, β
(depending on δ) such that, for every z, the pseudohyperbolic disc ∆(z, δ)
is contained in the ring {w : α(1− |z|) < 1− |w| < β(1− |z|)}. This implies
that

µ (∆(z, δ)) ≤ C(1− |z|)

logγ
(

e
1−|z|

)
and then it follows that∫

D

(
µ(∆(z,δ))

(1−|z|2)p+1

) p
p−q (1− |z|2)

pq
p−q

+p−1
dA(z)

≤ C
∫

D

(
(1− |z|2)−p log−γ e

1−|z|2

) p
p−q (1− |z|2)

pq
p−q

+p−1
dA(z)

≤ C
∫ 1
0 (1− r2)−1

(
log e

1−r2

)−γ p
p−q

dr < ∞.

where in the last inequality we have used that γ p
p−q > 1.

Next, we shall see that Dp
p−1 6⊂ Lq(dµ). Set

f(z) =
∞∑

k=0

1
(k + 1)β

z2k
=

∞∑
k=0

anzn, z ∈ D.

Since pβ > 1, using Proposition A, we see that f ∈ Dp
p−1. Observe that

N∑
n=0

|an|2 ≈ (log N)1−2β , as N →∞,

which implies that

M2(r, f) ≈
(

log
1

1− r

)1/2−β

, as r → 1.
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Moreover, since f is given by a power series with Hadamard gaps

M2(r, f) ≈ Mq(r, f) for all q ∈ (0,∞),

consequently, bearing in mind the election of β and γ, we deduce that∫
D
|f(z)|q dµ(z) =

∫ 1
0 Iq(r, f)(1− r)−1 log−γ e

1−r dr

≥ C
∫ 1
0 M q

2 (r, f)(1− r)−1 log−γ e
1−r dr

≥ C
∫ 1
0 (1− r)−1

(
log e

1−r

)−γ+q( 1
2
−β)

dr = ∞.

Hence, f /∈ Lq(dµ). This finishes the proof. �

3. A necessary condition for µ being a (Dp
α, q)-Carleson measure

(0 < q < p, α > −1)

Our aim in this section is to give a proof of Theorem 12. A key ingredient
in our work will be a decomposition theorem for Dp

α.

3.1. A decomposition theorem for the Dp
α-spaces. A sequence {zk}∞k=1 ⊂

D is said to be uniformly discrete if it is separated in the pseudohyperbolic
metric, that is, if there exists a positive constant γ such that

%(zj , zk) ≥ γ, k = 1, 2, . . . .

For 0 < ε < 1, a sequence {zk}∞k=1 ⊂ D is said to be an “ε-net” if D =⋃∞
k=1 ∆(zk, ε).
A sequence {zk}∞k=1 ⊂ D is said to be a δ-lattice if it is separated with

constant δ/5 and is a 5δ-net.
Now we can state the above mentioned decomposition theorem for Dp

α. It
is based on that of R. Rochberg for Bergman spaces [28, Theorem 2.2]. A
similar result was proved by Z. Wu and L. Yang in [30]. We shall include a
proof for the sake of completeness.

Theorem 13. Suppose that 0 < p < ∞, α > −1 and a > (2+α) max
{

1, 1
p

}
.

Then there exists a positive constant δ0 such that for any δ ∈ (0, δ0) and any
δ-lattice {zj}∞j=1 ⊂ D \ {0}, there exists a positive constant C = C(α, p, a, δ)
such that:

(i) If f ∈ Dp
α then there exists a sequence {aj}∞j=1 ∈ lp and a constant

M = M({zj}, {aj}, f(0)) so that

(3.1) f(z) = M +
∞∑

j=1

aj(1− |zj |2)a− 2+α
p

zj(1− zjz)a−1

and ||{aj}∞j=1||lp ≤ C||f(z)− f(0)||Dp
α
.

(ii) If {aj}∞j=1 ∈ lp then the function f defined by (3.1) converges uni-
formly on compact subsets of D to an analytic function f ∈ Dp

α such that

||f(z)− f(0)||Dp
α
≤ C||{aj}∞j=1||lp .
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Proof. Let δ0 be the same which appears in the statement of Theorem 2.2
of [28].

Suppose that f ∈ Dp
α, that is f ′ ∈ Ap

α, then by Theorem 2.2 of [28] for
any δ-lattice in {zj} ⊂ D \ {0} there is a constant C = C(α, p, a, δ) and a
sequence {bj}∞j=1 ∈ lp so that

(3.2) f ′(z) =
∞∑

j=1

bj(1− |zj |2)a− 2+α
p

(1− zjz)a

with

(3.3) ||{bj}∞j=1||lp ≤ C||f ′||Ap
α

= ||f(z)− f(0)||Dp
α
.

We claim that

(3.4)
∞∑

j=1

∣∣∣∣∣bj(1− |zj |2)a− 2+α
p

zj

∣∣∣∣∣ < ∞.

If p ≤ 1 this is clear because a − 2+α
p > 0, limj→∞ |zj | = 1, and and

the fact that lp ⊂ l1. If p > 1, using Hölder’s inequality, the facts that
p

p−1

(
a− 2+α

p

)
= pa−(2+α)

p−1 > 2 + α and
∑∞

j=1(1 − |zj |2)1+η < ∞ for every
η > 0 (see, e. g. [13, Theorem 1] or [12, p. 68]), we have∑∞

j=1

∣∣∣∣ bj(1−|zj |2)
a− 2+α

p

zj

∣∣∣∣
≤

(∑∞
j=1

∣∣∣ bj

zj

∣∣∣p)1/p
(∑∞

j=1(1− |zj |2)
p

p−1

(
a− 2+α

p

))1− 1
p

≤
(∑∞

j=1

∣∣∣ bj

zj

∣∣∣p)1/p (∑∞
j=1(1− |zj |2)2+α

)1− 1
p

< ∞.

Once (3.4) has been proved, we can write

f(z) = f(0) +
∫ z
0 f ′(ξ) dξ(3.5)

= f(0)− 1
a−1

∑∞
j=1

bj(1−|zj |2)
a− 2+α

p

zj
+ 1

a−1

∑∞
j=1

bj(1−|zj |2)
a− 2+α

p

zj(1−zjz)a−1 .

Hence (i) is proved.
Now we turn to prove (ii). Suppose that {aj}∞j=1 ∈ lp and f is defined by

(3.1), then arguing as above we have that f ∈ Hol(D) and it follows that

f ′(z) = (a− 1)
∞∑

j=1

aj(1− |zj |2)a− 2+α
p

(1− zjz)a
.

Then, bearing in mind that a > (2+α) max
{

1, 1
p

}
and Theorem 2.2 of [28],

we have that

||f(z)− f(0)||Dp
α

= ||f ′||Ap
α
≤ C||{aj}∞j=1||lp .

�
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3.2. A proof of Theorem 12. Our proof of Theorem 12 will use also the
Rademacher functions {rj(t)}∞j=0 defined by

r0(t) =

 1, if 0 < t < 1/2
−1, if 1/2 < t < 1
0, if t = 0, 1/2, 1.

rn(t) = r0(2nt), n = 1, 2, . . . .

See, e. g., [35, Chapter V, Vol. I] or [11, Appendix A] for the properties of
these functions. In particular, we shall use Khinchine’s inequality which we
state as follows.

Proposition B (Khinchine’s inequality). If {ck}∞k=1 ∈ `2 then the series∑∞
k=1 ckrk(t) converges almost everywhere. Furthermore, for 0 < p < ∞

there exist positive constants Ap, Bp such that for every sequence {ck}∞k=1 ∈
`2 we have

Ap

( ∞∑
k=1

|ck|2
)p/2

≤
∫ 1

0

∣∣∣∣∣
∞∑

k=1

ckrk(t)

∣∣∣∣∣
p

dt ≤ Bp

( ∞∑
k=1

|ck|2
)p/2

.

Proof of Theorem 12. Assume that Dp
α ⊂ Lq(dµ). Then, by the closed graph

theorem theorem, there exists a positive constant C such that ‖f‖Lq(dµ) ≤
C‖f‖Dp

α
, for all f ∈ Dp

α.

Take a > (2 + α) max
{

1, 1
p

}
and let δ0 be the constant which appears in

the statement of Theorem 13. Take δ with 0 < δ < δ0 and let {zj}∞j=0 ⊂
D \ {0} be a δ-lattice. Let {bj}∞j=0 be an arbitrary `p sequence. Using
Theorem 13, we see that if

f(z) =
∞∑

j=0

bj(1− |zj |2)a− 2+α
p

(1− zjz)a−1
,

then f ∈ Dp
α and ‖f‖Dp

α
� ‖{bj}‖`p .

Let {rj(t)}∞j=0 be the Rademacher functions and

ft(z) =
∞∑

j=0

rj(t)
bj(1− |zj |2)a− 2+α

p

(1− zjz)a−1
.

By Theorem 13,

||ft||Dp
α

≈ ||f ||Dp
α

≈ ||{bj}∞j=0||lp ,
and then it follows that

(3.6) ||ft||qLq(dµ) ≤ C||f ||qDp
α

≈ C||{bj}∞j=0||
q
lp ,

which, together with Fubini’s theorem, Khinchine’s inequality and and the
well known fact that

(3.7) (1− |z|2)2 � |1− ξz|2 � (1− |ξ|2)2 � A (∆(ξ, δ)) , z ∈ ∆(ξ, δ),
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with constants independent of ξ, gives

||{bj}∞j=0||
q
lp =

∫ 1
0 ||{bj}∞j=0||

q
lp dt

≥ C
∫ 1
0 ‖ft‖q

Lq(dµ) dt

≥ C
∫

D

(∑∞
j=0

|bj |2(1−|zj |2)
2(a− 2+α

p )
|1−zjz|2(a−1)

) q
2

dµ(z)

≥ C
∑∞

n=0

∫
∆(zn,δ)

(∑∞
j=0

|bj |2(1−|zj |2)
2(a− 2+α

p )
|1−zjz|2(a−1)

) q
2

dµ(z)

≥ C
∑∞

n=0 |bn|q(1− |zn|2)
q
(
a− 2+α

p

) ∫
∆(zn,δ)

dµ(z)

|1−znz|q(a−1)

≥ C
∑∞

n=0 |bn|q(1− |zn|2)
q
(
1− 2+α

p

)
µ(∆(zn, δ)).

That is, we have proved that

∞∑
n=0

|bn|q(1− |zn|2)
q
(
1− 2+α

p

)
µ (∆(zn, δ)) ≤ C

( ∞∑
n=0

|bn|p
) q

p

.

Since {bn} is an arbitrary `p sequence, we deduce that the sequence{
(1− |zn|2)

q
(
1− 2+α

p

)
µ (∆(zn, δ))

}
belongs to the dual of `p/q which is `p/(p−q). Using this and (3.7) we deduce
that

∞∑
n=0

(1− |zn|2)
q
(
1− 2+α

p

)
p

p−q
−2

µ(∆(zn, δ))
p

p−q A(∆(zn, δ)) < ∞.

This is a discrete version of (1.11). The continuous version can be obtained
arguing as in pp. 337–338 of [26]. This finishes the proof. �

4. Multipliers and integration operators from Dp
α to Dq

β,
0 < q < p.

This section is devoted to prove our results about the boundedness of the
operators of integration and multiplication from Dp

α to Dq
β, 0 < q < p.

Proof of Theorem 1 and Theorem 2.
Using the closed graph Theorem, we see that Ig maps Dp

α to Dq
β if and

only if there exists a positive constant C such that∫
D
|g(z)f ′(z)|q(1− |z|2)β dA(z) ≤ C||f ||qDp

α
, for all f ∈ Dp

α.

This is the same as saying that Mg is bounded from Ap
α to Aq

β . Using part
(iv) of Theorem 1 of [32] (and its proof) we see that this happens if and
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only if ∫
D
|g(z)|

pq
p−q (1− |z|2)

pβ−qα
p−q dA(z) < ∞,

and this is equivalent to saying that:

g ∈ A
pq

p−q
pβ−qα

p−q

, if pβ−qα
p−q > −1

and that g = 0, if pβ−qα
p−q ≥ −1. Thus we have proved part (1) of Theorem 1

and the equivalence (1)⇔ (3) in Theorem 2.

Next we shall prove part (2) of Theorem 1 and the equivalence (2)⇔ (3)
in Theorem 2. So take g ∈ Hol(D) and assume that Mg is bounded from

Dp
α to Dq

β . Take a > (2 + α) max
{

1, 1
p

}
and let δ0 be the constant which

appears in the statement of Theorem 13. Take δ with 0 < δ < δ0 and let
{zj}∞j=1 ⊂ D \ {0} be a δ-lattice. Let {bj}∞j=1 be a sequence in `p. Set

aj = zjbj , j = 1, 2, . . . .

Clearly, {aj}∞j=1 ∈ `p and using Theorem 13 we see that setting

f(z) =
∞∑

j=1

aj(1− |zj |2)a− 2+α
p

zj(1− zjz)a−1
=

∞∑
j=1

bj(1− |zj |2)a− 2+α
p

(1− zjz)a−1
,

we have that f ∈ Dp
α and ||f ||Dp

α
≈ ||{bj}∞j=0||lp .

Let {rj(t)}∞j=0 be the Rademacher functions and set

ft(z) =
∞∑

j=0

rj(t)
bj(1− |zj |2)a− 2+α

p

(1− zjz)a−1
, z ∈ D, 0 ≤ t ≤ 1.

Using Theorem 13 again, we deduce that

(4.1) ||ft||Dp
α

≈ ||f ||Dp
α

≈ ||{bj}∞j=0||lp ,

and then it follows that

(4.2) ||Mg(ft)||qDq
β
≤ C||f ||qDp

α
≈ ||{bj}∞j=0||

q
lp ,

which, together with the fact that

(ftg)′(z) =
∞∑

j=0

rj(t)
bj(1− |zj |2)a− 2+α

p

(1− zjz)a

[
(a− 1)zjg(z) + g′(z)(1− zjz)

]
,
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Fubini’s theorem, Khinchine’s inequality and (3.7), gives

||{bj}∞j=0||
q
lp =

∫ 1
0 ||{bj}∞j=0||

q
lp dt

≥ C
∫ 1
0 ||Mg(ft)||qDq

β

dt

≥ C
∫

D

[∫ 1
0 |(ftg)′(z)|q dt

]
(1− |z|2)β dA(z)

≥ C
∫

D

(∑∞
j=0

|bj |2(1−|zj |2)
2

(
a− 2+α

p

)
|1−zjz|2a |(a− 1)zjg(z) + g′(z)(1− zjz)|2

) q
2

(1− |z|2)β dA(z)

≥ C
∑∞

n=0

∫
∆(zn,δ)

(∑∞
j=0

|bj |2(1−|zj |2)
2

(
a− 2+α

p

)
|(a−1)zjg(z)+g′(z)(1−zjz)|2

|1−zjz|2a

) q
2

(1− |z|2)βdA(z)

≥ C
∑∞

n=0 |bn|q(1− |zn|2)
q
(

a− 2+α
p

) ∫
∆(zn,δ)

|(a−1)zng(z)+g′(z)(1−znz)|q
|1−znz|qa (1− |z|2)β dA(z)

≥ C
∑∞

n=0 |bn|q(1− |zn|2)
β− q(2+α)

p
∫
∆(zn,δ) |(a− 1)zng(z) + g′(z)(1− znz)|q dA(z).

Summarizing, we have proved

∞∑
n=0

|bn|q(1− |zn|2)
β− q(2+α)

p

∫
∆(zn,δ)

∣∣(a− 1)zng(z) + g′(z)(1− znz)
∣∣q dA(z) ≤ C

( ∞∑
n=0

|bn|p
) q

p

,

Since a + 1 > a > (2 + α) max
{

1, 1
p

}
, Theorem 13 (ii) implies that setting

h(z) =
∞∑

j=0

bj(1− |zj |2)a+1− 2+α
p

(1− zjz)a
,

we have ‖h‖Dp
α

≈ ||{bj}∞j=0||lp . Arguing with h in the same way as we have
just argued with f , we obtain

∞∑
n=0

|bn|q(1− |zn|2)
β− q(2+α)

p

∫
∆(zn,δ)

∣∣azng(z) + g′(z)(1− znz)
∣∣q dA(z) ≤ C

( ∞∑
n=0

|bn|p
) q

p

Using the last two inequalities, we easily deduce that

∞∑
n=0

|bn|q(1− |zn|2)β− q(2+α)
p |zn|q

∫
∆(zn,δ)

|g(z)|q dA(z) ≤ C

( ∞∑
n=1

|bn|p
) q

p

.

Since the sequence {bn} ∈ `p is arbitrary and p
q > 1, using the duality(

l
p
q

)?
= l

p
p−q we obtain

∞∑
n=0

(
(1− |zn|2)β− q(2+α)

p |zn|q
∫

∆(zn,δ)
|g(z)|q dA(z)

) p
p−q

< ∞,

or, equivalently,

∞∑
n=0

(
|zn|q(1− |zn|2)β−2− q

p
α
∫

∆(zn,δ)
|g(z)|q dA(z)

) p
p−q

A (∆(zn, δ)) < ∞.
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Now arguing as in pp. 337–338 of [26] we deduce that

(4.3)
∫

D

(
(1− |z|2)β−2− q

p
α
∫

∆(z,δ)
|g(w)|q dA(w)

) p
p−q

dA(z) < ∞.

By the subharmonicity of |g|q we have

(1− |z|2)2|g(z)|q ≤ C

∫
∆(z,δ)

|g(w)|q dA(w).

Using this in (4.3) yields∫
D
|g(z)|

qp
p−q (1− |z|2)

pβ−qα
p−q dA(z) < ∞,

that is,

g ∈ A
qp

p−q
pβ−qα

p−q

, if pβ−qα
p−q > −1 and g ≡ 0, if pβ−qα

p−q ≤ −1.

Thus, we have proved part (2) of Theorem 1 and the equivalence (2)⇔ (3)
in Theorem 2, as desired.

Part (3) of Theorem 1 follows from Theorem 12. Indeed, it is clear from
the definition that Jg maps Dp

α to Dq
β if and only if the measure µg,q,β defined

by
dµg,q,β(z) = |g′(z)|q(1− |z|2)β dA(z)

is a (Dp
α, q)-Carleson measure. Using Theorem 12 and (3.7) we see that this

implies that we have, for a certain δ > 0,∫
D
(1− |z|2)

pβ−qα+pq
p−q

(
1

(1− |z|2)2

∫
∆(z,δ)

|g′(ξ)|q dA(ξ)

)p/(p−q)

dA(z) < ∞.

This and the subharmonicity of |g′|q imply∫
D
(1− |z|2)

pβ−qα+pq
p−q |g′(z)|

pq
p−q dA(z) < ∞,

that is, g′ ∈ A
qp

p−q
pq+pβ−qα

p−q

. Since pβ−qα
p−q > −1, this implies that g ∈ A

qp
p−q
pβ−qα

p−q

.

Finally, we note that part 4 of Theorem 1 follows readily from parts 1, 2
and 3 and (1.1). �

5. A proof of Theorem 2 independent of the decomposition
theorem and a proof of Theorem 5

In this section we shall present a proof of Theorem 2 which makes no use
of our decomposition theorem. Instead, we shall use a number of results
concerning power series with Hadamard gaps, the sets of zeros of functions
in the Dirichlet spaces and, also, arguments involving the use of Rademacher
functions.
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Let us list the results which will be used in our proof. The following result
is due to Gnuschke [19, Theorems 1 and 2].

Theorem I. Suppose that b > 0, a > −1 and f is an analytic function in
D which is given by a power series with Hadamard gaps, f(z) =

∑∞
k=1 akz

nk

(z ∈ D). Then
∞∑

k=1

|ak|bn
−(a+1)
k ≈

∫ 1

0
(1− r)a|f(reit)|b dr, for all t ∈ R.

We shall also use the following results of Girela and Peláez [15, Theo-
rems 1.6 and 1.7] about the sets of zeros of functions in the spaces Dp

p−1.

Theorem J. Suppose that 2 < p < ∞ and let f be a function which belongs
to the space Dp

p−1 with f(0) 6= 0. Let {zk}∞k=1 be the sequence non-zero zeros
of f ordered so that |zk| ≤ |zk+1|, for all k. Then

(5.1)
N∏

k=1

1
|zk|

= o

((
log N

) 1
2
− 1

p

)
, as N →∞.

Theorem K. If 2 < p < ∞ and 0 < γ < 1
2 −

1
p , then there exists a function

f ∈ Dp
p−1 with f(0) 6= 0 such that if {zk}∞k=1 is the sequence of ordered

non-zero zeros of f , then

(5.2)
N∏

k=1

1
|zk|

6= o

((
log N

)γ
)

, as N →∞.

Now we can proceed to present the announced proof. Let us remark that
the proof we gave above of the equivalence (1)⇔ (3) in Theorem 2 did not
use Theorem 13. Hence we only have to prove the implication (2)⇒ (3). For
the sake of simplicity, we shall split this into several cases. The first three
correspond to those where q = β − 1 and p = α− 1 and will be grouped in
the following theorem.

Theorem 14. Suppose that 0 < q < p and let g be an analytic function in
D. If g ∈ M(Dp

p−1,D
q
q−1) then g ≡ 0.

Proof. We shall split the proof in several cases.

Case 1: q > 2.
Suppose that g ∈ M(Dp

p−1,D
q
q−1) and g 6≡ 0. Set γ = 1

2 −
1
q . Notice

that 0 < γ < 1
2 −

1
p . Then let f 6≡ 0 be the Dp

p−1-function constructed in
Theorem K for such a γ. Let {zk}∞k=1 be the sequence of ordered non-zero
zeros of f and let {wk}∞k=1 be the sequence of ordered non-zero zeros of fg.
We have

(5.3)
N∏

k=1

1
|zk|

6= o

((
log N

)γ
)

, as N →∞.



24 P. GALANOPOULOS, D. GIRELA, AND J. A. PELÁEZ

On the other hand, since fg ∈ Dq
q−1, Theorem J implies that

N∏
k=1

1
|wk|

= o

((
log N

)γ
)

, as N →∞.

But this is a contradiction because any zero of f is also a zero of fg. Thus

g ∈ M(Dp
p−1,D

q
q−1) ⇒ g ≡ 0.

Case 2: q ≤ 2 < p.
The proof is similar to that of the previous case. Suppose that g 6≡ 0

and g ∈ M(Dp
p−1,D

q
q−1). Set γ = 1

2 −
1
q < 1

2 −
1
p . Then let f 6≡ 0 be the

Dp
p−1-function constructed in Theorem K for such a γ. Let {zk}∞k=1 be the

sequence of ordered non-zero zeros of f and let {wk}∞k=1 be the sequence of
ordered non-zero zeros of fg. The sequence {zk}∞k=1 satisfies (5.3). Since
fg ∈ Dq

q−1 and q ≤ 2, it follows that fg ∈ Hq and, hence, {wk}∞k=1 satisfies
the Blaschke condition which is equivalent to saying that

N∏
k=1

1
|wk|

= O(1), as N →∞.

Again, this is in contradiction with (5.3) because any zero of f is also a zero
of fg. Consequently, g must be identically zero.

Case 3: q < p ≤ 2.
Suppose that g ∈ M(Dp

p−1,D
q
q−1) and g 6≡ 0. Take f(z) =

∑∞
k=0 akz

2k ∈
Dp

p−1 \ D
q
q−1, that is, we have

∞∑
k=0

|ak|p < ∞ and
∞∑

k=0

|ak|q = ∞.

Let {rk(t)}∞k=0 be the sequence of Rademacher functions and denote

ft(z) =
∑∞

k=0 rk(t)akz
2k

, 0 ≤ t ≤ 1, z ∈ D.

By Proposition A,

(5.4) ||ft||2p

H2 =

(
∞∑

k=0

|ak|2
)p

≤

(
∞∑

k=0

|ak|p
)2

≈ ||ft||2p

Dp
p−1

≈ ||f ||2p

Dp
p−1

< ∞,

for all t, and then it follows that

(5.5)
∫

D
|(gft)′(z)|q(1− |z|2)q−1 dA(z) ≤ C||ft||qDp

p−1
≈ ||f ||qDp

p−1
.
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Using Fubini’s Theorem, Khinchine’s inequality, (5.4), (5.5) and the fact
that g ∈ Dq

q−1, we obtain∫ 1
0

∫
D |gf ′t(z)|q(1− |z|2)q−1 dA(z) dt

≤ C
(∫ 1

0

∫
D |(gft)′(z)|q(1− |z|2)q−1 dA(z) dt +

∫ 1
0

∫
D |(g

′ft)(z)|q(1− |z|2)q−1 dA(z) dt
)

≤ C

(
||f ||qDp

p−1
+
∫

D |g
′(z)|q

(∫ 1
0 |ft(z)|q dt

)
(1− |z|2)q−1 dA(z) dt

)
≤ C

(
||f ||qDp

p−1
+
∫

D |g
′(z)|qM2(|z|, f)q(1− |z|2)q−1 dA(z) dt

)
(5.6)

≤ C

(
||f ||qDp

p−1
+ ||f ||qDp

p−1

∫
D |g

′(z)|q(1− |z|2)q−1 dA(z) dt

)
≤ C||f ||qDp

p−1
< ∞.

On the other hand, since g 6≡ 0 there exists positive constant C such that

M q
q (r, g) ≥ C, 1/2 < r < 1.

Then, using again Fubini’s Theorem and Khinchine’s inequality and bearing
in mind that f ′ is also given by a power series with Hadamard gaps (and,
hence, M2(r, f ′) ≈ Mq(r, f ′)) we have that∫ 1

0

∫
D |gf ′t(z)|q(1− |z|2)q−1 dA(z) dt

=
∫

D |g(z)|q(1− |z|2)q−1
(∫ 1

0 |f
′
t(z)|q dt

)
≈
∫

D |g(z)|q(1− |z|2)q−1M2(|z|, f ′)q dA(z)

≥ C
∫ 1
1/2 Mq(r, g)Mq(r, f ′)q(1− r2)q−1 dr

≥ C
∫ 1
1/2 Mq(r, f ′)q(1− r2)q−1 dr = ∞.

This is in contradiction with (5.6). Thus, it follows that g ≡ 0. �

To finish our proof of Theorem 2 we still have to consider three cases.
Recall that we are assuming that that 0 < q < p < ∞, α, β > −1, p(β+1) ≤
q(α + 1).

Case A: β < q− 1.
Suppose that g ∈ M(Dp

α,Dq
β) and g 6≡ 0. We have that g ∈ Dq

β. Let f be
an analytic function in D which is given by a power series with Hadamard
gaps

f(z) =
∞∑

k=0

akz
nk ,

nk+1

nk
≥ λ > 1, for all k,

with

ak = n
− q−β−1

q

k , if p(β + 1) < q(α + 1)
and

ak = n
− q−β−1

q

k k−γ with 1/p < γ < 1/q, if p(β + 1) = q(α + 1).

Notice that we have that
∑
|ak| < ∞ which implies that f ∈ H∞.

Also, using Proposition A we deduce that f ∈ Dp
α.



26 P. GALANOPOULOS, D. GIRELA, AND J. A. PELÁEZ

On the other hand, using the definition of the ak’s and Theorem I we see
that

(5.7)
∫ 1

0
(1− r)β|f ′(reit)|q dr = ∞, for all t.

Since f ∈ Dp
α we have that Mg(f) ∈ Dq

β , that is∫
D
(1− |z|)β|f ′(z)g(z) + f(z)g′(z)|qdA(z) < ∞.

Now, since g ∈ Dq
β and f ∈ H∞, we have that∫

D
(1− |z|)β |f(z)g′(z)|qdA(z) < ∞.

Then it follows that

(5.8)
∫

D
(1− |z|)β |f ′(z)g(z)|qdA(z) < ∞.

Using the fact that β < q− 1, it is a simple exercise to show that Dq
β ⊂ Hq.

Hence, g ∈ Hq which implies that it has a finite and non-zero radial limit
a.e.. This and (5.7) imply that∫ 1

0
(1− r)β|g(reit)f ′(reit)|q dr = ∞, for almost every t.

This is in contradiction with (5.8). Hence, g ≡ 0.
Case B: β = q− 1 and p < α + 1. Suppose g ∈ M(Dp

α,Dq
β) and g 6≡ 0.

Actually, we have g ∈ M(Ap
α−p,D

q
q−1). Let s be a positive number so large

that α− p− 2p
s > −1. Using the well known fact that

f ∈ As ⇒ M∞(r, f) = O
(
(1− r)−2/s

)
(see, e. g., [12, p. 80]) it follows readily that As ⊂ Ap

α−p. Take η ∈ (0, 1
s ).

Now we use a well known result of Horowitz [20] (see also Corollary 2 in
p. 100 of [12]) to pick a function f ∈ As (hence, f ∈ Ap

α−p) with f(0) 6= 0
such that the sequence {zk}∞k=1 of ordered non-zero zeros of f satisfies

(5.9)
N∏

k=1

1
|zk|

≥ CNη.

Since g ∈ M(Ap
α−p,D

q
q−1) and g 6≡ 0, we have that gf ∈ Dq

q−1 and gf 6≡ 0.
Let {wk}∞k=1 be the sequence of ordered non-zero zeros of fg. Using the fact
that Dq

q−1 ⊂ Hq if q ≤ 2 and Theorem J we see that

N∏
k=1

1
|wk|

= o

((
log N

) 1
2
− 1

p

)
, if q > 2.

N∏
k=1

1
|wk|

= O(1), if q ≤ 2.
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Since any zero of f is also a zero of fg, this is in contradiction with (5.9).
Hence g ≡ 0.

Case C: β > q− 1. In this case we also have α > p − 1 and then the
problem reduces to show that M(Ap

p−α, Aq
q−β) = 0. This was proved by

Zhao [32, Theorem 1 (iv)].

Proof of Theorem 5. We split the proof in three cases.
Case 1: p− 1 < α and β ≤ p− 1. In this case Dp

α = Ap
α−p and then,

using the above mentioned result of Horowitz, we see that there exist η > 0
and a function f ∈ Dp

α with such that f(0) 6= 0 such that the sequence
{zk}∞k=1 of ordered non-zero zeros of f satisfies

N∏
k=1

1
|zk|

≥ CNη.

On the other hand, if {wk}∞k=1 is the sequence of ordered non-zero zeros of
a function h ∈ Dp

β , h 6≡ 0, then:

•
∏N

k=1
1
|wk| = o

((
log N

) 1
2
− 1

p

)
, if p > 2 and β = p− 1, by Theorem J

and
•
∏N

k=1
1
|wk| = O(1), if either β < p− 1 or β = p− 1 and p ≤ 2, because

in any of these two possibilities Dp
β ⊂ Hp.

Using these facts, and arguing as cases 1 and 2 of Theorem 14 we deduce
that M(Dp

α,Dq
β) = {0}.

Case 2: p > 2 and α = p− 1 > β. This case can be handled as the
previous one bearing in mind that Dp

β ⊂ Hp and that there are functions in
Dp

p−1 whose sequence of zeros does not satisfy the Blaschke condition (see
Theorem K).

Case 3: p ≤ 2 and α = p− 1 > β. Take {ak}∞k=0 a sequence of complex
numbers with

∑∞
k=0 |ak|p < ∞ and

∑∞
k=0 2k(p−β−1)|ak|p = ∞ and set f(z) =∑∞

k=0 akz
2k

(z ∈ D). Using Theorem A we see that f ∈ Dp
p−1 \ D

p
β. Let

{rk(t)}∞k=0 be the sequence of Rademacher functions and denote

ft(z) =
∑∞

k=0 rk(t)akz
2k

, 0 ≤ t ≤ 1, z ∈ D.

Arguing as in the proof of case 3 of Theorem 14 we obtain that if g ∈
M(Dp

p−1,D
p
β) then

(5.10)
∫ 1

0

∫
D
|gf ′t(z)|p(1− |z|2)β dA(z) dt ≤ C||f ||pDp

p−1
< ∞.

On the other hand, if g were not identically zero then there would exist
a positive constant C such that

Mp
p (r, g) ≥ C, 1/2 < r < 1,
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and then, arguing again as in the proof of case 3 of Theorem 14, it would
follow that ∫ 1

0

∫
D
|gf ′t(z)|p(1− |z|2)β dA(z) dt = ∞.

This is in contradiction with (5.10). Thus g must be identically zero. �

6. Power series with Hadamard gaps as multipliers

This section is devoted to prove Theorems 3, 4, 6 and 7.
We shall use several results in our proof. The first one is a generalization

of Theorem 3.2 of [17] and the second is an extension of Theorem 3.3 of [17].
Both can be proved with the arguments used in [17]. We omit the details.

Theorem 15. Suppose that 0 < p < ∞, α > −1 and let g be an analytic
function in D which is given by a power series with Hadamard gaps,

g(z) =
∑∞

k=1 akz
nk (z ∈ D) with nk+1 ≥ λnk, for all k (λ > 1),

then, the following conditions are equivalent:
(a) The measure µg,p,α on D defined by dµg,pα = (1− |z|2)α|g′(z)|p dA(z)

is a classical Carleson measure.
(b) g ∈ Dp

α.
(c)

∑∞
n=0 2−n(α+1−p)

(∑2n+1−1
k=2n |ak|

)p
< ∞.

(d)
∑∞

n=0 2−n(α+1−p)
(∑2n+1−1

k=2n |ak|p
)

< ∞.

Lemma 1. Suppose that 0 < q < ∞, β > −1 and let φ be a positive and
increasing function defined in (0, 1) such that

(6.1)
∫ 1

0
(1− r)βφq(r) dr < ∞.

Then there exists a function g ∈ Dq
β given by a power series with Hadamard

gaps such that

(6.2) M2(r, g′) ≥ φ(r) for all r ∈ (0, 1).

Lemma 2 below can be proved with the arguments used in the proof of
the first implication of Theorem 6 of [27]. Once more, we omit the details.

Lemma 2. Suppose that 0 < A < ∞, −1 < B < ∞, 0 < p < ∞ and
g(z) =

∑∞
k=0 akz

k ∈ Hol(D), then

∫ 1
0 M2(r, g′)p(1− r)B

(
log e

1−r

)A
dr ≥ C

∑∞
n=0 nA2−n(B+1−p)

(∑2n+1−1
k=2n |ak|2

)p/2
.
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Lemma 3. Suppose that 0 < β < ∞ and 0 < p < ∞. Then there exists a
function g ∈ H∞ which is given by a power series with Hadamard gaps and
satisfies ∫ 1

0
M2(r, g′)p(1− r)p−1

(
log

e

1− r

)β

dr = ∞.

Proof. Take α ∈ (1,∞) and set

g(z) =
∞∑

j=1

(j logα j)−1z22j

=
∞∑

k=0

azz
k, z ∈ D.

Since
∑∞

j=1(j logα j)−1 < ∞, g ∈ H∞. Moreover, using Lemma 2, we obtain∫ 1
0 M2(r, g′)p(1− r)p−1

(
log e

1−r

)β
dr

≥ C
∑∞

n=0 nβ
(∑2n+1−1

k=2n |ak|2
)p/2

≥ C
∑∞

j=0
2βj

jp logpα j = ∞.

�

Now we turn to prove the announced results.

Proof of Theorem 3. Since Dq
β contains the constants functions, we certainly

have that
g ∈ M(Dp

α,Dq
β) ⇒ g ∈ Dq

β.

Hence we have to prove the other implication.
Consider first the case α = p − 1, p ≤ 2. Notice that then we have

that β > q − 1. Take g ∈ Dp
β given by a power series with Hadamard

gaps. Using Theorem 15, we deduce that the measure µ defined by dµ(z) =
dµg,q,β(z) = (1 − |z|2)β|g′(z)|q dA(z) is a classical Carleson measure and,
hence, an (Hq, q)-Carleson measure. Since 0 < q < p ≤ 2, we have that
Dp

p−1 ⊂ Hp ⊂ Hq and then it follows that µ is a (Dp
p−1, q)-Carleson measure

which is equivalent to saying that Jg(Dp
p−1) ⊂ D

q
β. Then part 4 of Theorem 1

gives that g ∈ M(Dp
p−1,D

q
β).

The case p − 2 ≤ α < p − 1 can be handled in a similar way using that
Dp

α ⊂ Hp. However, we present a proof of this case based upon Arcozzi’s
characterization of (Dp

α, q)-Carleson measures in in terms of Wolff potentials
(Theorem F). Hence, suppose that p − 2 ≤ α < p − 1 and take g ∈ Dq

β

given by a power series with Hadamard gaps. As above, we have that the
measure µµg,q,β is a classical Carleson measure. Using this and the fact that
p− α− 1 > 0, we deduce that, setting ρ(z) = (1− |z|2)α−p+2, we have

Wρ,p(µ)(z) =
∫
[0,z]

(
µ(S(w))

(1−|w|2)α−p+2

)p′−1 |dw|
1−|w|2

≤ C
∫
[0,z](1− |w|

2)(p−α−1)(p′−1) |dw|
1−|w|2

≤ C < ∞
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and this implies that∫
D

(Wρ,p(µ)(z))
q(p−1)

p−q dµ(z) ≤ C

∫
D
(1− |z|2)β |g′(z)|q dA(z) < ∞.

Then, using Theorem F, we deduce that µ is a (Dp
α, q)-Carleson measure.

This implies that g ∈ M(Dp
α,Dq

β).

�

Proof of Theorem 4. Take ε > 0 and η > 0 such that q(1
2 −

1
p − ε) > η. Set

f(z) =
∞∑

k=0

1

k
1
p
+ε

z2k
, z ∈ D.

Using Proposition A we see that f ∈ Dp
p−1. Also, it is easy to see that there

exist r0 ∈ (0, 1) and C > 0 such that

(6.3) M2(r, f) ≥ C

(
log

1
1− r

) 1
2
− 1

p
−ε

, r0 ≤ r < 1.

Set also

φ(r) =
1

(1− r)
β+1

q

[
log
(

e
1−r

)] 1+η
q

, 0 ≤ r < 1.

Using Lemma 1, we see that there exist g ∈ Dp
β given by a power series with

Hadamard gaps such that

M2(r, g′) ≥ φ(r), 0 < r < 1.

Take such a g. Arguing as in the proof of Theorem 2.1 of [17] we deduce
that, setting s = 1 + η − q(1

2 −
1
p − ε), we have∫ 1

r0

dr

(1− r) logs e
1−r

dr ≤ C

∫
D
(1− |z|2)β|g′(z)|q|f(z)|q dA(z).

Since s < 1, it follows that
∫

D(1 − |z|2)β |g′(z)|q|f(z)|q dA(z) = ∞, that is,
Jg(f) /∈ Dq

β. Using Theorem 1 (iii), we deduce that g /∈ M(Dp
p−1,D

q
β). �

Proof of Theorem 6. (i) follows easily from the identity M(Ap
α−p) = H∞.

Next we shall prove (ii). Hence, suppose that 0 < p < ∞, α < p− 1 and
g ∈ Dp

α. Using Theorem 15 we see that µg,p,α is a classical Carleson measure,
that is, so Hp ⊂ Lp(dµg,p,α). This and the fact that Dp

α ⊂ Hp, α + 1 < p,
gives that Dp

α ⊂ Lp(dµg,p,α), that is, µg,p,α is a p-Carleson measure for Dp
α.

Next we shall prove that g ∈ H∞. By Theorem C (i), this finishes the proof.
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Suppose first that 0 < p ≤ 1. We have
∞∑

k=1

|ak| =
∑∞

n=0

(∑2n+1−1
k=2n |ak|

)
≤ C

∑∞
n=0

(∑2n+1−1
k=2n |ak|p

)
≤ C

∑∞
n=0 2−n(α+1−p)

(∑2n+1−1
k=2n |ak|p

)
.

Then, using part (d) of Theorem 15, we deduce that
∑∞

k=1 |ak| < ∞ and,
hence, g ∈ H∞.

Suppose now that 1 < p < ∞. Using part (c) of Theorem 15 and Hölder
inequality, we obtain
∞∑

k=1

|ak| =
∑∞

n=0 2−
n(α+1−p)

p 2
n(α+1−p)

p

(∑2n+1−1
k=2n |ak|

)
≤ C

(∑∞
n=0 2−n(α+1−p)

(∑2n+1−1
k=2n |ak|

)p)1/p
(∑∞

n=0 2
n(α+1−p)

p−1

)1−1/p

≤ C
(∑∞

n=0 2−n(α+1−p)
(∑2n+1−1

k=2n |ak|
)p)1/p

< ∞,

which implies that g ∈ H∞.
(iii) and (iv) can be proved using Theorem 3.2 and Theorem D of [17] and

arguments similar to those used in the proof of (ii). We omit the details. �

Proof of Theorem 7. Suppose that 2 < p < ∞. Take a positive number ε
such that 0 < ε < 1

2 −
1
p and define

f(z) =
∞∑

k=0

1

k
1
p
+ε

z2k
, z ∈ D.

Using Proposition A, we see that f ∈ Dp
p−1. Also, it is easy to see that there

exist r0 ∈ (0, 1) and C > 0 such that

(6.4) M2(r, f) ≥ C

(
log

1
1− r

) 1
2
− 1

p
−ε

, r0 ≤ r < 1.

Arguing as in the proof of Theorem 2.1 of [17], we see that for any g ∈
Hol(D) given by a power series with Hadamard gaps, we have∫

D(1− |z|2)p−1|g′(z)|p|f(z)|p dA(z)

≥ C
∫ 1
r0

(1− r)p−1Mp
2 (r, g′)

(
log 1

1−r

) p
2
−1−pε

dr.

Then, if if we let g be the function constructed in Lemma 3 with β =
p
2 − 1− pε, we have that∫

D(1− |z|2)p−1|g′(z)|p|f(z)|p dA(z) = ∞,

which together with part (i) of Theorem C gives that g /∈ M(Dp
p−1). This

finishes the proof. �
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7. Compact multipliers of Dp
p−1

This section is devoted to prove Theorem 8. We shall use the following
lemma.

Lemma 4. For every p ∈ (0,∞) there exist two positive constants C1(p)
and C2(p) such that

C1 ≤ ||zn||Dp
p−1

≤ C2, for all n ∈ N.

Proof. Let Γ(.) and B(., .) be the classical gamma and beta functions. Using
Stirling’s formula we obtain

||zn||pDp
p−1

= Cnp
∫ 1
0 r(n−1)p+1(1− r)p−1 dr

= CnpB((n− 1)p + 2, p)

= Cnp Γ((n−1)p+2)Γ(p)
Γ(np+2)

� Cnp ((n−1)p+2)(n−1)p+3
2

(np+2)np+3
2

� C.

�

Proof of Theorem 8. Suppose that g ∈ Hol(D), g 6≡ 0, and that Mg is a
compact operator from Dp

p−1 to itself. Say that g has a zero of order N ≥ 0
at 0 and let h be defined by g(z) = zNh(z) (z ∈ D). By Lemma 4,

(7.1) sup
n∈N

‖gzn‖Dp
p−1

= sup
n∈N

∥∥hzn+N
∥∥
Dp

p−1
< ∞,

which, since Mg is compact and the sequence {zn}n∈N converges uniformly to
zero on compact subsets of D, gives that there exists an increasing sequence
of natural numbers {nk}, such that

(7.2) lim
k→∞

∥∥hzN+nk
∥∥
Dp

p−1
= 0.

Notice that h ∈ Dp
p−1 and then, by the dominated convergence theorem, we

have that

limk→∞
∫

D |z|
p(N+nk)|h′(z)|p(1− |z|2)p−1 dA(z)(7.3)

=
∫

D limk→∞
(
|z|p(N+nk)|h′(z)|p(1− |z|2)p−1

)
dA(z) = 0.

Joining (7.2) and (7.3), we deduce that

lim
k→∞

∫
D
|(N + nk)zN+nk−1h(z)|p(1− |z|)p−1 dA(z) = 0

or, equivalently,

(7.4) lim
k→∞

(N + nk)p

∫ 1

0
rp(N+nk−1)+1(1− r)p−1Mp

p (r, h) dr = 0.

Since h(0) 6= 0, there exists a positive constant C such that

Mp
p (r, h) ≥ C, 0 < r < 1
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and then (7.4) implies

lim
k→∞

(N + nk)p

∫ 1

0
rp(N+nk−1)+1(1− r)p−1 dr = lim

k→∞
‖zN+nk‖Dp

p−1
= 0.

This is in contradiction with Lemma 4. Thus g must be identically 0. �
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