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Analysis of the Indoor Broadband Power-Line
Noise Scenario
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Abstract—Indoor broadband power-line noise is composed of
three main terms: impulsive components, narrowband interfer-
ences, and background noise. Most impulsive components have a
cyclostationary behavior. However, while some of them consist of
impulses of considerable amplitude, width, and repetition rates of
50/100 Hz (in Europe), others have lower amplitude and shorter
width but repetition rates of up to hundreds of kilohertz. Classi-
cal studies compute statistics of the impulse characteristics with-
out taking into account these significant differences. This paper
presents a detailed analysis of these noise terms with a clear dis-
tinction between their constituent terms. A classification of the
narrowband interferences according to their power spectral den-
sity and their statistical behavior is also given. Finally, the instan-
taneous power spectral density of the background noise and its
probability distribution are investigated. Some of the results pre-
sented in this paper are available for download from the web site
http://www.plc.uma.es/index_eng.htm.

Index Terms—Background noise, broadband power-line com-
munications, impulsive noise, narrowband interferences.

I. INTRODUCTION

IN THE LAST decade, there has been increasing interest in
the use of the power-line network for broadband communica-

tions purposes. In a first instance, the utilization of low-voltage
distribution lines as a last-mile technology attracted significant
attention from utility companies. However, strong competition
from digital subscriber lines (DSL) and cable services has dis-
couraged the deployment of outdoor power line communications
(PLC) systems in most developed countries. Paradoxically, this
high penetration of DSL services has widened the possibilities
of indoor PLC applications. Since the objective of these sys-
tems is to utilize the in-building power grid for computer and
entertainment equipment interconnections, they are an appeal-
ing solution for the distribution of triple play services in small
offices and homes.

As a result of the considerable research effort carried out in
the last years, there is a good understanding of the indoor PLC
channel response characteristics in the frequency band up to
30 MHz [1], [2] and appropriate models for obtaining represen-
tative frequency responses have been proposed [3]–[5]. On the
contrary, the work dealing with power-line noise characteriza-
tion and modeling is much smaller [2], [4], [6]–[9]. Broadband
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power-line noise does not with certainty follow the classical
additive white Gaussian noise (AWGN) model. It has two main
origins: noise generated by the electrical devices connected to
the power grid and external noise coupled to the indoor network
via radiation or via conduction. It is composed of the following
terms [7]:

1) Impulsive noise: This comprises different components that
can be also classified according to:

a) Periodic impulsive noise synchronous with the
mains: It is a cyclostationary noise, synchronous
with the mains and with a frequency of 50/100 Hz
in Europe. It is commonly originated by silicon
controlled rectifiers in power supplies.

b) Periodic impulsive noise asynchronous with the
mains: This has been traditionally considered to
be formed by periodic impulses with rates between
50 and 200 kHz. However, repetition rates outside
this range have been found in the measurements
accomplished in this work. Moreover, in addition
to these high repetition frequencies, this type of
noise also exhibits an underlying period equal to
the mains one, which allows us to categorize it as
cyclostationary.

c) Asynchronous impulsive noise: This has an unpre-
dictable nature, with no regular occurrence and is
mainly due to transients caused by the connection
and disconnection of electrical devices. Because of
its fitful appearance pattern, from now on it will be
referred to as sporadic impulsive noise.

2) Narrowband interference: This is mostly formed by sinu-
soidal or modulated signals with different origins: broad-
cast stations, spurious disturbances caused by electrical
appliances with a transmitter or a receiver, etc. Its level
usually varies with the time of the day and, as it will be
shown in this paper, in some cases, it also varies syn-
chronously with the mains. Hence, some of them can be
also treated as cyclostationary.

3) Background noise. This term includes the remaining noise
types not included in the previous categories. It results
from the contribution of multiple noise sources of un-
known origin. Some of them can be located even outside
the considered premises and are coupled via radiation or
via conduction. It can be assumed to be cyclostationary,
with a level that is strongly dependent on the number and
type of electrical devices connected to the network.

At present time, there are still many unknowns related to the
aforementioned noise terms. Regarding the background noise,
its probability distribution and instantaneous power spectral
density (PSD) are usually accomplished without discarding the
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impulsive components and the narrowband interferences. As
a consequence, the resulting probability distribution is clearly
non-Gaussian and a quite peaky PSD is obtained [4], [10]. Con-
cerning the impulsive noise, its analysis has been mainly accom-
plished in the time domain by means of a digital oscilloscope
triggered by a peak detector output. The stored data are em-
ployed to compute statistics of the interarrival time, pulse width,
and pulse amplitude [7], [8]. This procedure has several draw-
backs. The major one is that noise impulses are usually masked
by other high-level noise components, in particular narrowband
interferences. The presence of the remaining noise terms in the
captured data presents two additional problems. First, it makes
difficult to identify the periodicity of some impulsive compo-
nents, especially periodic asynchronous ones, which use to have
low-energy pulses. Second, it biases the estimation of the pulses
width and amplitude. Finally, time-domain discrimination of the
three impulsive noise terms is sometimes impossible because
pulses from different components overlap. As a consequence,
statistics computed in this way are of little use for the develop-
ment of realistic noise models.

The aim of this paper is the characterization of the differ-
ent noise terms. The employed methodology, which combines
time-domain and frequency-domain techniques, provides both
pulse waveforms and repetition rates of the impulsive noise
components. A classification of the narrowband interferences
according to their PSD and their statistical characteristics, along
with results on the probability distribution and the instantaneous
PSD of the background noise, are also given. Measurements
employed in this paper have been obtained from a campaign
performed in three scenarios: in laboratories and offices of a
university building, in an apartment of about 80 m2 , and in a
detached house of about 300 m2 . The number of noise registers
exceeds 50, with a similar number of them at the mentioned
locations.

Results presented in this paper are particularly helpful for
the development of noise models to be employed in the de-
sign and optimization of digital communication systems. This
is especially applicable to coding schemes, which must be par-
ticularly matched to the noise characteristics. Similarly, a good
knowledge of the predictable characteristics of some noise com-
ponents, e.g., periodic asynchronous impulsive ones, can be also
employed in the optimization of modulation parameters and re-
ceiver structures [11].

The rest of the paper is organized as follows. Section II de-
scribes the measurement setup and the common elements of
the employed methodology. Section III describes the specific
processing utilized in the analysis of each noise term, provides
representative examples and summarizes their main character-
istics. Concluding remarks are given in Section IV.

II. MEASUREMENT METHODOLOGY

The measurement setup consists of a PC with a 12 bits data
acquisition card (DAC). It has a configurable dynamic range and
an input impedance of 50 Ω. The sampling frequency is fixed
to 50 Msamples/s. The DAC is plugged to the power network
outlets through a coupling circuit whose block diagram is shown
in Fig. 1, along with the module of its S21 and S11 .

Fig. 1. Coupling circuit scheme and plots of the S21 and S11 modules.

As seen, it consists of a decoupling capacitor that rejects the
mains, a transformer that acts a balun and provides isolation, and
the cascade of two identical cells formed by a transient voltage
suppression diode and a seven-order Chebyshev bandpass fil-
ter. The transmission coefficient has 6-dB cutoff frequencies at
400 kHz and 24 MHz. As seen, the passband ripple is 6 dB and
the attenuation at 30 MHz is about 60 dB. The measured total
harmonic distortion is higher than 55 dB. Regarding the reflec-
tion coefficient of the coupling circuit shown in Fig. 1, it should
be mentioned that perfect coupling to the power line network
would be unfeasible, even if S11 = 0 in the passband, because
of the frequency selective and time-variant nature of the power
line impedance [2].

The performed analysis combines time-domain and
frequency-domain techniques. Although the signal processing
algorithms used in each case depend on the particularities of the
noise component under analysis, a high-resolution spectral anal-
ysis based on periodogram averaging is employed in all cases.
Because of the cyclostationary nature of most noise terms, this
averaging is performed in a cyclic way.

To this end, the captured signal x(n) is registered during C
mains cycles, which are real-time transferred to the PC and pro-
cessed in differed time. Each mains cycle c is divided into L
intervals with NL = �To/TsL� samples, where To denotes the
mains period and Ts the sampling period. Since Ts has been
selected to be a submultiple of To , the nominal length of each
mains cycle is NC = To/Ts samples. However, the mains fre-
quency experiences a time jitter of τ(c) samples. As a reference,
according to the margin established by the European power qual-
ity regulation, τ(c) can be up to 1 ksamples [12]. This time jitter
must be taken into account in order to perform the synchronized
averaging. Otherwise, after tens of cycles, the averaging will
be performed using periodograms that correspond to different
intervals of the mains cycle. In this paper, the values of τ(c)
are estimated from a trace of the mains that is intentionally left
in x(n). The actual length of the cth cycle is then NC + τ(c)
samples, and the captured signal during the �th interval of the
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cth cycle can be written as

xc,�(n) = x

(
n + cNc +

c∑
i=0

τ(i) + �NL

)
(1)

with 0 ≤ n ≤ NL − 1. The corresponding periodogram is then
computed according to

Pc(�, k) =
1

UNL

∣∣∣∣∣
NL −1∑
n=0

w(n)xc,�(n)e−j 2 π
N L

kn

∣∣∣∣∣
2

(2)

where w(n) is a Hanning window of NL samples and U is
the normalization factor that removes the estimation bias [13].
An estimate of the time- and frequency-sampled version of the
noise instantaneous PSD can then be obtained by performing a
synchronized averaging of the periodograms in (2)

ŜN (�, k) = ŜN (t, f)
∣∣
t=� Ts NL ,f = k

T s N L

=
1
C

C−1∑
c=0

Pc(�, k) (3)

where C = 234. The number of time intervals L determines the
time and frequency resolution of the estimation. Its selection
involves the following tradeoff. An excessively high value of L
results in poor frequency resolution that veils the presence of
the periodic asynchronous noise terms. On the other hand, an
excessively low value of L leads to poor time resolution that
does not capture the cyclostationary nature of the background
noise. It has been verified that an appropriate value is L = 15,
which leads to a time and frequency resolution of 1.3 ms and
3 kHz.

The estimated instantaneous PSD in (3) is used as the start-
ing point for the analysis of all noise terms. The next section
describes the specific signal processing employed in each case,
along with representative results and a summary of their main
characteristics.

III. MEASUREMENTS RESULTS

A. Periodic Impulsive Noise Synchronous With the Mains

This noise component appears in a twofold manner: as a series
of isolated impulses of considerable duration (up to hundreds
of microseconds) and amplitude, and as impulse trains in which
the number of impulses and separation between them varies
from cycle to cycle. Moreover, impulses within a given train
are not equally spaced. The common feature to both terms is
that they appear always in the same instant of the mains cycle
and have a repetition rate of 50/100 Hz (in Europe). From now
onward, the former component will be referred to as type 1 and
the latter as type 2. They are typically caused by the nonlin-
ear devices (e.g., thyristors) used in power supplies and motor
control circuits. Fig. 2 depicts the time-domain representation
of the noise registered in an apartment with a detailed view of
the aforementioned components. An amplitude scaled version
of the mains has been also drawn as a reference. The increase in
the noise level that occurs around 5 and 15 ms is caused by two
synchronous narrowband interferences. Type 2 impulses use to
be shorter and with lower amplitude than type 1 ones, as shown
in Fig. 2.

Fig. 2. Noise registered in an apartment during one mains cycle with a detailed
view of the periodic synchronous impulsive components. A scaled version of
the main is included as a reference.

The procedure employed to obtain pulse waveforms makes
use of the estimated instantaneous PSD in (3). Since the res-
olution of the spectral analysis is insufficient to appreciate the
harmonics due to the 50/100 Hz periodicity, the position of these
noise components within the mains cycle is detected by iden-
tifying frequency selective variations of the level in successive
intervals of ŜN (�, k) (normally higher than 5 dB). Pulses are
then extracted by means of a finite-impulse response filter with
multiple passbands (one for each of the frequency bands where
the instantaneous PSD exhibits important level variations) [13].
Finally, the periodic behavior is verified by correlating them
with the overall noise register.

As stated earlier, type 1 impulses usually have large ampli-
tudes. However, the presented procedure is able to obtain pulses
whose level difference with respect to the remaining noise terms
is much smaller than the ones shown in Fig. 2. Fig. 3(a) shows
the noise registered in a detached house during one mains cycle.
The presence of the type 1 periodic impulse, along with two of
the time intervals in which the instantaneous PSD is estimated,
is highlighted. Fig. 3(b) depicts the corresponding instantaneous
PSD at time intervals � = 6, where the impulse is present, and
to the previous one, � = 5. Fig. 3(c) shows the pulse waveform
p(t) of the impulse obtained with the proposed methodology,
and Fig. 3(d) plots the corresponding normalized energy spectral
density (ESD), defined as

ESD(f) = 20 log10

(
|P (f)|

max {|P (f)|}

)
(dB) (4)

where P (f) is the Fourier transform of p(t) in volts.
Table I summarizes the main parameters of the periodic im-

pulsive noise components that have been measured in the three
scenarios. It is interesting to note that, from a communication
system perspective, type 2 is generally the most harmful term,
despite its lower amplitude, since type 1 impulses are usually
located below 1 MHz. The upper and lower bounds shown in
Table I reveal that impulses of the same type exhibit a remarkable
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Fig. 3. (a) Noise registered in a detached house during one mains cycle,
(b) estimated instantaneous PSD at time intervals � = 6 and � = 5, (c) detailed
view of the type 1 periodic synchronous pulse waveform, and (d) ESD of the
pulse.

disparity of characteristics. This behavior is due to the appli-
ances connected to the power network, whose emitted noise
exhibits significant differences even among devices of the same
type but produced by different manufacturers.

B. Periodic Impulsive Noise Asynchronous With the Mains

This noise component takes the form of impulse trains whose
constituent impulses have repetition rates that are not related
to the mains frequency, ranging from approximately 12 up to
217 kHz. Former noise classifications designate this term as
asynchronous because of this reason. It has been recently shown
that these impulse trains always appear at the same instants of
the mains cycle [14], which also makes them to be synchro-
nized with the mains. However, to avoid confusion, the classical
nomenclature will be used in this paper. It is also interesting to
highlight that this noise component has a common feature with
the type 2 periodic synchronous impulsive noise described in the

TABLE I
SUMMARY OF THE PERIODIC SYNCHRONOUS IMPULSIVE NOISE

CHARACTERISTICS

previous section: in both cases, the impulse trains appear at the
same instant of the mains cycle. However, the difference is that
impulses within a given train of the type 2 periodic synchronous
noise are not equally spaced.

According to our measurements, the duration of these im-
pulse trains is always much higher than 1.3 ms, which is the
time resolution of the noise instantaneous PSD estimated with
L = 15. Hence, they will appear in the periodogram as a pe-
riodical component will do, i.e., as very narrow peaks whose
bandwidth is determined by the main lobe of the Hanning win-
dow employed in (2) and whose frequency separation is equal to
its repetition rate. The performance of this method is controlled
by the value of L. It determines the values of both the minimum
repetition rate and impulse train duration that can be detected.

To obtain the pulse waveforms and the repetition rates, a
spectral mask Mi

� (k) that identifies all the spectral peaks due to
the ith periodic asynchronous component of the �th interval is
determined according to the algorithm described in [14]. Given
that Mi

� (k) = 1, if the corresponding asynchronous noise term
has a spectral peak in k and zero elsewhere, then the pulse
waveform can be obtained as

pi(n) = IDFT
{
Mi

� (k)DFT {xc,�(n)}
}

(5)

where DFT {·} and IDFT {·} denote the NL -point discrete
Fourier transform and inverse DFT, respectively.

This procedure is able to retrieve pulse waveforms with very
low amplitude that would be undetectable with the traditional
measurement procedure based on a digital oscilloscope trig-
gered by a peak detector. Fig. 4 shows an example of this situa-
tion. Fig. 4(a) depicts a small interval of the noise captured in an
apartment. The y-axis has been scaled according to the ampli-
tudes registered during the first 1.3 ms. This makes it difficult to
notice that the term around 1.5 ms is a high-amplitude periodic
impulse synchronous with the mains. As seen, there is no vi-
sual trace of any periodic asynchronous impulsive component.
However, the estimated PSD for this interval, shown in Fig. 4(b),
clearly reveals its presence. The proposed methodology gives
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Fig. 4. (a) Time-domain representation of the noise registered in an apartment,
(b) estimated PSD of the first 1.3 ms, and (c) pulse waveform of the existing
periodic asynchronous noise component.

the pulse waveform, drawn in Fig. 4(c), which consists of a set
of two impulses with a repetition rate of 70 kHz.

Fig. 5(a) depicts an example of low-repetition-rate periodic
asynchronous impulsive noise registered in a university labo-
ratory. It is basically composed of two short pulses (duration
around 1 μs) that alternate their polarity once per period. The
repetition rate of this component is 26.3 kHz, which is well
below the range typically assigned in the literature to this noise
type. Fig. 5(b) shows the ESD corresponding to the first impulse
in Fig. 5(a).

Fig. 6 shows an example of periodic asynchronous impulsive
noise with high frequency components. Fig. 6(a) depicts the
time-domain waveform, which is composed of a higher ampli-
tude and a low-amplitude pulse that repeats with 48.93 kHz, and
Fig. 6(b) shows the corresponding ESD.

Periodic asynchronous impulse terms usually appear only
in certain instants of the mains cycle. A common appearance
pattern is composed of two impulse trains symmetrically located
within the mains cycle. A pattern in which the trains appear
both in the vicinity of the zero crossings or also around the
minimum and maximum mains voltage values. Nevertheless,
there is a great variety of them, and situations in which some

Fig. 5. (a) Time-domain representation of a low-repetition rate periodic asyn-
chronous impulsive noise and (b) ESD of the first impulse.

Fig. 6. (a) Time-domain representation and (b) ESD of a periodic asyn-
chronous impulsive noise with high frequency components.

noise components are present during the whole mains cycle
but with different amplitudes have been also found [14]. In all
cases, impulses are generally present in at least 50% of the mains
cycle duration. Table II summarizes the main characteristics of
the measured periodic asynchronous impulsive noise.

C. Sporadic Impulsive Noise

This is the most unpredictable impulsive noise term. Two
types of sporadic components have been observed. The first one
consists of isolated impulses with considerable amplitudes and
widths, and from now on these will be referred to as type 1. The
second one takes the form of impulse trains with arbitrary sep-
aration between the constituent pulses, and from now on these
will be denoted as type 2. These constituent pulses typically
have lower amplitude and smaller duration than those of the
first type.
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TABLE II
SUMMARY OF THE PERIODIC ASYNCHRONOUS IMPULSIVE NOISE

CHARACTERISTICS

Fig. 7. Spectrogram of the energy computed over 100 mains cycles with
L = 15 intervals per mains cycle.

In all cases, those intervals of the mains cycle containing these
noise types have larger energy than the remaining ones. Hence,
the procedure employed to detect them divides the mains cycle
into L intervals and computes their energy, leading to

E(c, �) =
NL −1∑
n=0

|xc,�(n)|2 . (6)

Then, high energy intervals that do not appear in successive
cycles are searched.

Fig. 7 depicts results obtained when computing the energy
of 100 mains cycles divided into L = 15 intervals. As seen, cy-
clostationary noise components are clearly identifiable by the
vertical stripes around 0, 8, and 18 ms. A type 1 sporadic im-
pulsive noise with very high energy can be observed around 16

Fig. 8. (a) Time-domain representation and (b) ESD of the sporadic impulsive
noise identified in Fig. 7.

Fig. 9. (a)–(b) Time-domain representation and (c) ESD of a type 2 sporadic
impulsive noise.

ms in the 64th cycle. Fig. 8 displays the corresponding pulse
waveform and its ESD.

Fig. 9 shows an example of type 2 sporadic impulsive noise.
Fig. 9(a) displays the impulse train, Fig. 9(b) shows a detail
of the impulse with higher amplitude (although all of them
have essentially the same waveform), and Fig. 9(c) depicts its
ESD. As seen, type 2 impulses have lower amplitude and higher
frequency components. Table III summarizes the main charac-
teristics of both sporadic noise types.
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TABLE III
SUMMARY OF THE SPORADIC IMPULSIVE NOISE CHARACTERISTICS

Isolated sporadic impulses can be automatically detected by
means of (6) and a single threshold that depends on the back-
ground noise. However, more complicated situations arise when
they appear within the vertical stripes (i.e., simultaneously with
periodic noise components), or within the time interval in which
the cyclostationary background noise level exhibits a significant
increment. These cases may require additional actions like the
computation and comparison of (6) for different values of L, or a
detailed analysis of the impulses that appear in the time interval.

Previous analyses, in which interarrival and amplitude distri-
butions are computed without differentiating between the two
periodic noise terms, show that impulses with greater width and
amplitude have higher probability in weakly disturbed scenar-
ios [7]. This can be easily explained according to the results
presented in this paper. Measurements indicate that the differ-
ence between weakly and highly disturbed scenarios, in terms
of noise pulses, is essentially due to the number of periodic
asynchronous impulsive terms. Sporadic impulses and periodic
synchronous terms are generally the only impulsive components
in weakly disturbed environments. Hence, according to data
presented in Tables I–III, most of the impulses registered in
these situations have large amplitude and duration.

D. Narrowband Interference

This disturbance type is easily detected in the estimated in-
stantaneous PSD because of its significant level over the back-
ground noise and, in general, over the remaining noise terms.
They can be classified according to the shape of their PSD into
the following categories:

1) Interference with multiple discrete frequency components:
The PSD of this interference consists of several equally
spaced narrowband components (less than 5 kHz band-
width). However, contrary to the peaks due to periodic
asynchronous terms, they are not harmonically related,
i.e., denoting by fj , with j = 0, 1, . . . , the frequencies of
the spectral peaks, it happens that fj − fj−1 = fj+1 − fj

but there is no f0 that satisfies fj = pf0 , for j = 0, 1, . . .
and p ∈ N

+ . They are usually located above 4 MHz and
frequency spacings up to 50 kHz have been observed.
Fig. 10(a) shows the estimated PSD of an interference of
this type. As seen, it has the shape of the double-sideband
modulation of a periodic signal. Fig. 10(b) depicts its cor-
responding time-domain waveform, obtained by applying
a bandpass filter to the noise register.

Fig. 10. (a) PSD of interference with multiple discrete frequency components
and (b) its corresponding time-domain waveform.

Fig. 11. Noise registered in an apartment during one mains cycle with detailed
view of two narrowband interferences.

2) Interference with one frequency component: The PSD
of this interference consists of a single-narrowband term
(bandwidth below 20 kHz) and a significant level over the
background noise (even more than 30 dB). They can be
typically found below 2 MHz and above 20 MHz. Inter-
ference from commercial AM radio stations is an example
of this category.

Alternately, interference can be classified according to their
statistical properties into:

1) Stationary: They can be composed of multiple equally
spaced narrowband components or just a single term, but
their levels do not change along the mains cycle. Most of
the registered interference fall within this group.

2) Cyclostationary: This interference can be also composed
of multiple frequency terms or a single one. However, its
distinctive feature is its synchronous character with the
mains. Fig. 11 shows the time-domain representation of
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a noise register that contains this type of interference.
It depicts the detailed view of a 76-kHz-cyclostationary
narrowband interference that appears just before the two
periodic synchronous impulses with highest amplitude.
The superimposed effect of AM interference with a carrier
frequency of 882 kHz and smaller amplitude can also be
also observed. The cyclostationary behavior of the 76 kHz
interference is corroborated by the zoomed region around
8 ms, where only the AM interference is present. As shown
in Fig. 11, this interference usually precedes the periodic
synchronous impulses.

E. Background Noise

The analysis of the cyclostationary background noise is aimed
at estimating its instantaneous PSD, ŜBN (�, k). To this end, the
spectral peaks caused by the periodic asynchronous impulsive
noise components and the narrowband interference must be re-
moved. This objective is achieved by applying the following
algorithm to each time interval �:

1) Estimate the instantaneous PSD of the registered noise:
An estimate of the noise instantaneous PSD ŜN (�, k) is
obtained according to (3) with L = 15.

2) Determine the set of frequencies corresponding to the
spectral peaks in ŜN (�, k): Denoting by ki

� , with i =
0, 1, . . ., the frequencies where ŜN (�, k) has a spectral
peak, the output of this phase is the set K� = {k0

� , k1
� , . . .}.

3) Eliminate the spectral peaks in ŜN (�, k): The objective
of this step is to generate a new PSD S̃N (�, k) equal to
ŜN (�, k) but with no trace of the spectral peaks due to the
narrowband interference and to the periodic asynchronous
impulsive components. To this aim, the values of ŜN (�, k)
for k ∈ K� are replaced by the minimum value taken by
ŜN (�, k) in an interval centered in k

S̃N (�, k) =

{
ŜN (�, k) k /∈ K�

min
κ=k−W/2...k+W/2

{ŜN (�, κ)} k ∈ K�.

(7)
The interval length W determines the bandwidth of the
minimum filtering employed in (7). Its selection involves
the following tradeoff. On the one hand, it must be larger
than the bandwidth of both, the spectral peaks due to the
periodic asynchronous impulsive noise terms, which is
3 kHz, and the narrowband interferences that appear in
the analyzed frequency band, which are about 20 kHz.
On the other hand, it must be smaller than the coherence
bandwidth of the instantaneous PSD. In this paper, the se-
lected value for W results in a bandwidth of approximately
30 kHz.

4) Smooth the staircase shape of S̃N (�, k): The processing
in (7) gives a staircase behavior to S̃N (�, k) in the vicinity
of k ∈ K� . To remove it, a weak low-pass filter is applied
to S̃N (�, k), yielding to an estimation of the background
noise ŜBN (�, k).

Fig. 12 depicts the ŜN (�, k) of the noise registered in a univer-
sity laboratory. It corresponds to a heavily disturbed scenario,

Fig. 12. Estimated PSD of the noise registered in a university laboratory.

Fig. 13. Background noise PSD obtained from Fig. 12 and from the noise
registered in a detached house and in an apartment.

with a lot of periodic asynchronous components. A zoom of
the frequency band between 6 and 7 MHz has been included to
better appreciate them.

Fig. 13 shows the values of ŜBN (�, k) corresponding to the
PSD shown in Fig. 12. Additionally, the estimates of the back-
ground noise obtained in a detached house and in an apartment
have also been included. As seen, the background noise PSD of
the noise registered in the university laboratory does not fit the
simple exponential models proposed in previous works [4], [15].
These models are appropriate for weakly disturbed scenarios
and, in some cases, for medium disturbed ones. However, they
do not capture the spectral richness of the noise existing in
highly disturbed environments.

The cyclostationary nature of the background noise can be ob-
served in Fig. 14. It depicts the estimated PSD of the background
noise registered in a university laboratory at three different time
intervals within the mains cycle. As seen, differences of about
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Fig. 14. Estimated PSD of the background noise registered in a university
laboratory.

10 dB occur in many frequency bands. This cyclostationary be-
havior has been observed in all the scenarios. However, it has
been more frequently found, and with higher level differences,
in highly disturbed environments.

The presented algorithm cannot be applied to estimate the
background noise PSD of those intervals with periodic syn-
chronous impulsive noise, or at least not in the frequency band
occupied by them. The reason is that the operation in (7) does
not remove them from the PSD because of the insufficient reso-
lution of the spectral analysis. This is not a serious impairment
because these impulses are time localized and occupy only a
small percentage of the mains cycle. Moreover, if these im-
pulses are removed by means of a notch filter, the background
noise PSD in the remaining band can also be estimated in these
intervals by means of the proposed method.

F. Noise Probability Density Function

According to the noise components described up to now, it is
clear that broadband PLC noise does not have a Gaussian nature
when considered as a whole. This fact has been already reported
in the literature [4] and is a consequence of the presence of mul-
tiple impulsive noise components and high-level narrowband
interference. On the other hand, the background noise results
from the contribution of a large number of independent sources.
Therefore, it is expected to have a Gaussian distribution. This
section investigates this end by estimating the probability den-
sity function (PDF) of the samples amplitude at multiple time
intervals of the mains cycle. To obtain a higher time resolution,
L is fixed to a much higher value than in previous sections:
L = 976. The estimated PDF of the �th interval is then obtained
from the samples of xc,�(n) for c = 0 . . . C − 1.

Fig. 15 shows some of the PDFs estimated over the noise reg-
ister acquired in a detached house. Depicted curves correspond
to the logarithm of the normalized PDFs computed at 14 inter-
vals within the mains cycle. To facilitate the comparison among
PDFs with different noise variance, curves are normalized to

Fig. 15. Estimated PDFs of the noise registered in a detached house at different
time intervals.

their peaks, while the logarithm is computed to obtain higher
resolution at the tails of the Gaussian curves.

As seen, there are four PDFs that exhibit higher probabilities
than a normally distributed variable for extreme values. This
non-Gaussian nature is caused by the presence of impulsive
noise components within the analyzed interval. The asymmetry
of the PDF in these cases is caused by the asymmetry of the
voltage amplitudes in periodic synchronous impulses, as can
be observed in Fig. 2. The remaining ten curves correspond to
intervals with neither trace of noise impulses nor narrowband
interferences. They match the Gaussian curve (which is included
as a reference) so closely that they are indistinguishable. Hence,
it can be concluded that the background noise is Gaussian.

IV. CONCLUSION

This paper has presented a detailed analysis of the in-
door broadband power-line noise components. The employed
methodology combines time-domain techniques with a high-
resolution spectral analysis based on periodogram averaging
that captures the cyclostationary nature of most noise terms.
The study relies on a measurement campaign performed over
more than 50 noise registers in three different scenarios.

Concerning the impulsive noise, it has been shown that pe-
riodic synchronous terms have a twofold nature: a series of
isolated impulses and impulse trains in which the number of
impulses and separation between them varies from cycle to cy-
cle. Both impulse types always appear in the same instant of
the mains cycle, but the latter use to be shorter and with lower
amplitude than the first ones. On the other hand, the former
impulses typically occupy the frequency band below 1 MHz,
while the latter can be found in frequency bands up to 11 MHz.
Similarly, the analysis of the periodic asynchronous noise has
revealed that they also exhibit a synchronous behavior with the
mains. Repetition rates from 12.6 up to 217.2 kHz have been
measured. Similarly, a procedure to extract sporadic impulsive
noise, which is the most unpredictable term, has been presented.
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Examples of pulse waveforms and their corresponding energy
spectral densities have been given in all cases.

A classification of the narrowband interference according to
its PSD and its statistical behavior has also been given. It has
been shown that some of them exhibit a cyclostationary behav-
ior. Finally, a procedure to compute the background noise PSD
has been presented. It has been demonstrated that the classical
exponential model does not capture the spectral richness of the
heavily disturbed scenarios. It has also been shown that, accord-
ing to the accomplished measurements, the background noise
has a Gaussian distribution.
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short-time noise in indoor power-line channels,” in Proc. IEEE Int. Symp.
Power Line Commun. Appl. (ISPLC), Mar. 2007, pp. 396–400.

[12] CENELEC EN 50160, “Voltage Characteristics of Electricity Supplied by
Public Distribution Systems,” 1999.

[13] A. Oppenheim, R. Schafer, and J. Buck, Discrete-Time Signal Processing,
2nd ed. Englewood Cliffs, NJ: Prentice-Hall, 1999
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