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ABSTRACT
Software-intensive systems are increasingly used to support tasks
that are typically characterized by high degrees of uncertainty. The
modeling notations employed to design, verify, and operate such
systems have increasingly started to capture different types of un-
certainty, so that they can be explicitly considered when systems
are developed and deployed. While these modeling paradigms con-
sider different sources of uncertainty individually, these sources
are rarely independent, and their interactions affect the achieve-
ment of system goals in subtle and often unpredictable ways. This
vision paper describes the problem of uncertainty interaction in
software-intensive systems, illustrating it on examples from rele-
vant application domains. We then identify key open challenges and
define desiderata that future modeling notations and model-driven
engineering research should consider to address these challenges.

CCS CONCEPTS
• Software and its engineering → System description lan-
guages;
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Uncertainty interaction, Modeling notations, Patterns
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1 INTRODUCTION
Systems in which software influences the design, construction, op-
eration, and evolution of the system in an essential manner (i.e.,
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software-intensive systems) are widely used to support tasks across
key domains that include manufacturing, communications, trans-
portation, health and entertainment. Many of these systems are
characterized by high degrees of uncertainty induced by multiple
sources that include complex interactions among physical elements
and software (e.g., in cyber-physical systems), humans in the loop,
lack of control over third-party components and services (which
may reside in the cloud), and machine learning-enabled compo-
nents [15]. Given the multiple sources of uncertainty that may
appear at different levels of abstraction, different temporal frequen-
cies, with a spectrum of impact, an emergent challenge is how
to handle interaction among these disparate sources and types of
uncertainty. This paper identifies challenges posed by the uncer-
tainty interaction problem (UIP) and proposes key desiderata for the
model-driven engineering community to address these challenges.

A growing body of work addresses the problem of mitigating
the effects of uncertainty in software-intensive systems by employ-
ing constructs that enable engineers to explicitly capture different
types and sources of uncertainty in models [1, 2, 7, 8, 12, 14, 18, 22–
25, 27, 29–31]. While these modeling paradigms consider different
sources of uncertainty individually, these are rarely independent,
and their interactions can affect the achievement of system goals
in subtle and often unpredictable ways. Sometimes, these uncer-
tainty interactions can be captured using state-of-the-art model-
ing notations in an ad-hoc manner for specific systems and types
of interaction. However, these approaches are error-prone and
labor-intensive. To improve the resilience and reliability of future
software-intensive systems, engineers need systematic approaches
to represent and manage uncertainty interactions.

This paper posits that modeling plays a central role in managing
uncertainty interactions, which should be considered as a first-class
systems development problem. Explicitly capturing interactions in
patterns that can be reused to represent and manage uncertainty
interactions across systems, using models at run time to detect
potential interactions among different sources of uncertainty, or
facilitating the interoperability of different modeling paradigms to
enable compositional analysis of the effects of uncertainty interac-
tions on the satisfaction of system requirements are examples of
how future modeling paradigms can foster more efficient develop-
ment paradigms of higher quality software-intensive systems.

1
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To achieve this vision, the modeling community needs to ad-
dress questions such as: What modeling patterns can be developed
to represent different types of uncertainty interactions? How can
modeling notations enable better compositional analysis of system
properties subject to uncertainty interactions? What types of auto-
mated analysis can be applied to models to detect interactions? How
can models at runtime be used to manage UIPs as the operational
context changes? In this vision paper, we discuss some of the chal-
lenges that arise from these questions related to the representation,
analysis, mitigation, and exploration of uncertainty interactions
through the lens of modeling. Previously, we identified UIP as a
problem from a self-adaptive systems perspective [10]. In contrast,
this vision paper considers UIP from a purely modeling perspec-
tive, stating the need for a paradigm shift in the modeling of the
numerous software-intensive systems affected by this problem. We
then map –for the first time– the high-level challenges from [10]
to concrete modeling challenges and use them to distill a set of
desiderata for new modeling paradigms that the MDE community
needs to work on in order to tackle the UIP problem.

In this paper, Section 2 explores the UIP and illustrates some
of the limitations of current modeling approaches to address it
in Znn.com, an adaptive news system exemplar broadly used in
the area of self-adaptive systems. Based on the discussion of such
limitations, Section 3 identifies key challenges to address the UIP.
Section 4 builds upon these challenges and lists desiderata for mod-
eling notations and corresponding analysis techniques that can be
used to address them. Finally, Section 5 presents some conclusions.

2 EXPLORING UNCERTAINTY INTERACTION
In this section, we explore the uncertainty interaction problem in
the context of Znn.com, which is a simple news service that uses
MAPE-K [16] to deal with varying workloads through different
tactics [26]. As Figure 1 illustrates, Znn.com has multiple servers
(some of which are inactive), a load balancer, and a database, which
are monitored by theMAPE loop to update the models of the system
and environment to make informed decisions. To accommodate
changing workloads, the self-adaptive layer executes different tac-
tics such as activating servers, enabling a CAPTCHA, or changing
the quality of the contents served, among others.

c0

c1

c2

lbproxy

s0

s1

s2

s3

db

Figure 1: Znn.com architecture.

2.1 Sources of Uncertainty
Let us consider a situation in which Znn.com receives a spike in
workload with a high request arrival rate and has to decide which of
the tactics to trigger (if any), in order to continue to satisfy system
goals. We may face different uncertainties in such a situation:

2.1.1 Model. The abstraction level of environment and system
properties (e.g., coarse-grained discretization of numerical variables
like the request arrival rate) of models in the knowledge base of the
self-adaptive layer of Znn.com are potential sources of uncertainty.

2.1.2 Adaptation Functions. The exact outcome of executing an
adaptation tactic (e.g., activating a server) is unknown, in terms of
precise improvements on throughput or response time. Sensing is
also imperfect so measurements taken, e.g., at the load balancer
to gauge the request arrival rate, may be imprecise (averaging
windows are typically employed to mitigate quick fluctuations). The
time that it takes to activate a server is also subject to uncertainty
and can fluctuate depending on environment conditions.

2.1.3 Goals. In Znn.com, dependencies among goals are not cap-
tured explicitly. Instead, the selection of adaptations to satisfy extra-
functional goals (i.e., cost minimization, user experience optimiza-
tion, security) is driven by utility functions that do not clarify under
what conditions security has priority over cost, and vice versa.

2.1.4 Environment. The evolution of the request arrival rate (e.g.,
whether it is going up, down, or remains stable) can be predicted in
some cases, but only to some degree of certainty, e.g., using a time
series predictor [20]. This is important for anticipating usage peaks
when more resources may be needed. The nature of the access of
clients to the system (i.e., whether they are legitimate clients or
bots attempting to perform a DoS attack) is unknown. We need
this information to decide if preventive measures such as the use
of CAPTCHAs, are worth the inconvenience to most users.

2.1.5 Resources. Servers may fail, and considering their expected
failure rate may provide more realistic estimates when sizing the
system. However, predictions based on high uncertainty can in-
crease the number of servers required, thereby unnecessarily in-
creasing the overall costs. Similarly, the availability of additional
servers that can be activated to spread the workload may only be
known with some degree of certainty, because they may not be
available at all times. Their performance can also vary, introducing
new sources of uncertainty when predicting system performance.

2.1.6 Managed system. This uncertainty is caused by the com-
plexity and dynamicity of the managed system, which hinders the
estimations of its behavior. The system and its parts may also evolve,
incorporating new elements whose behavior was not considered
when the system was designed. These parts may also fail or be-
have in erratic or unexpected manners, e.g., the performance of the
database can degrade, suffer attacks or intermittent failures.

2.2 Uncertainty Interaction
We are interested in the cases where two or more uncertainties
have interactions when combined. We next describe in detail a
scenario that exemplifies these situations and their effects. In the
MAPE-K adaptation loop of Znn.com, the analysis stage determines
if the triggering of adaptations is required, for instance, when an
invariant is violated. One typical example is the invariant stating
that the current system response time 𝑟 should always be below a
threshold 𝑅𝑚𝑎𝑥 . When this invariant is violated, the interaction of
the following sources of uncertainty, among others, might affect
the correct operation of the analysis:

2
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Adaptation functions. Sensing of the response time property
could yield values within some range [𝑟𝑚𝑖𝑛, 𝑟𝑚𝑎𝑥 ] that contains
the ground truth value 𝑟 . If the observed value is above threshold
(𝑟 ≥ 𝑅𝑚𝑎𝑥 ), but the real value is not (𝑟 < 𝑅𝑚𝑎𝑥 ), this will lead to a
false positive that will trigger an adaptation planning and execution
cycle when it is not really needed, increasing the cost of operating
the system without need. In the symmetric case (𝑟 < 𝑅𝑚𝑎𝑥 ≤ 𝑟 ),
the adaptation cycle will not be triggered even if it is really needed,
causing an unnecessary degradation of performance.
Model abstraction. The coarse-grained discretization of the re-
sponse time property in the managed system model can also result
in undesired adaptation triggers or the lack of required adaptations
when the discretized value 𝑟𝑑 of the property is on the other side of
the threshold, when compared to the ground truth value 𝑟 . Hence,
if we discretize with a granularity of 𝜇 = 20𝑚𝑠., response times
measured where |𝑟 − 𝑅𝑚𝑎𝑥 | ≤ 20 could be problematic.

r̂d r̂ r

Rmax µ

rd r̂dr̂r

Rmaxµ

rd

(a) (b)

Figure 2: Model-Sensing interaction: (a) causing spurious
adaptation (b) preventing required adaptation.

These two sources of uncertainty can interact in more than one
way. In the situation illustrated in Figure 2(a), the ground truth
value of the response time 𝑟 is observed with some error. Both 𝑟

and the observed value 𝑟 are below the threshold 𝑅𝑚𝑎𝑥 . Dashed
gray lines represent the values that the variable can take in the
discrete abstraction of the system model. Any real value observed
in the surrounding box is snapped to that discrete value. Even if
the observed value of the variable 𝑟 contains some error, this error
on its own would not be enough to trigger an undesired adaptation.
However, due to the discretization of the observed response time
values, 𝑟 will be snapped to 𝑟𝑑 , which is above 𝑅𝑚𝑎𝑥 , triggering a
spurious adaptation. Note that without the error induced by ob-
servation, the discretization process on its own would not have
been enough to trigger this adaptation, given that 𝑟 would have
been snapped to 𝑟𝑑 , which is below 𝑅𝑚𝑎𝑥 . Alternatively, Figure 2(b),
shows the case in which both the ground truth and the observed
value of the response time are above threshold 𝑅𝑚𝑎𝑥 . In this case,
the discretization process snaps the value of 𝑟 to 𝑟𝑑 , preventing
the triggering of adaptation in a situation in which it would have
been required. Analogously to the situation described in (a), neither
the discretization process nor the observation error on their own
would have been enough to prevent the execution of the required
adaptation. Instead, it is the compound effect of both sources of
uncertainty that causes the undesired situation.

2.2.1 Exploring uncertainty interaction through modeling. To assess
the impact of uncertainty interaction on the satisfaction of system
goals, we formalize some of the elements of Znn.com in a high-level
model of the system that we analyze using the probabilistic model
checker PRISM [17]. The model includes processes that capture the
behavior of different system components (Figure 3), which take
turns at each execution step of the scenario:

2. Sensor 3. Discretization 4. Adaptation1. System
r r̂ r̂d

Figure 3: Uncertainty interaction model structure.

(1) System. Models the managed system and includes a variable
that corresponds to the ground truth value of the response time 𝑟 ,
which is generated at each execution step according to an arbitrary
function that depends on the elapsed time 𝑡 in the scenario.
(2) Sensor. Models the behavior of the sensor that captures the
response time and contains a single variable 𝑟 (observed value
of 𝑟 ). At each execution step, the sensor takes the value of 𝑟 and
generates a value of 𝑟 that contains some error according to a
normal distribution of mean 𝑟 and standard deviation controlled by
an error parameter of the model designated by 𝜅.
(3)Discretization. Captures the behavior of the abstraction process
that takes place when the values of the variables observed on the
continuous spectrum have to be rounded to their closest values on
the discrete grid that can be represented by system models. Con-
cretely, this process contains a variable 𝑟𝑑 , which is obtained from
the observed value of response time 𝑟 according to the function:

𝑑𝑖𝑠𝑐 (𝑟 ) = arg min
𝑥 ∈[R]𝜇

( |𝑟 − 𝑥 |), (1)

where [R]𝜇 = {𝑥 ∈ R | 𝑥 = 𝑖𝜇, 𝑖 ∈ Z, 𝛼 ≤ 𝑥 ≤ 𝛽 } is the discrete
set of values that the response time variable 𝑟 can take, 𝜇 is a param-
eter that controls the granularity of the discretization (smaller 𝜇
means higher model fidelity), and [𝛼, 𝛽] is the range of the variable.
(4) Adaptation. Based on the discretized value of the observed re-
sponse time 𝑟𝑑 , the adaptation process decides if adaptation should
be triggered (i.e., if 𝑟𝑑 ≥ 𝑅𝑚𝑎𝑥 ). If that is the case, the value of
the ground truth response time variable 𝑟 is reduced for the next
execution step. In our model, we simply assume that this reduction
corresponds to cutting by half the existing response time.

The main objective of Znn.com is maximizing accrued utility,
which we assume to have a value inversely proportional to system
response time throughout execution (in reality, multiple variables
contribute to utility, such as cost and fidelity of the contents served
to clients, but we abstract them away for brevity). To determine
the impact of uncertainty interaction on utility maximization, our
model includes a reward structure that computes the accrued error
over the execution of the scenario between the utility computed
based on the ground truth, and the discretized observed values of
the response time (𝑟 and 𝑟𝑑 , respectively):

Δ𝑈 ≡
∫ 𝑇

𝑜

|𝑟 − 𝑟𝑑 | (2)

To understand how the uncertainty due to model abstraction and
imperfect sensing interact, we analyzed four variants of a scenario
of duration𝑇 = 20 time units, where the range of the response time
variable 𝑟 is [𝛼, 𝛽] = [0, 200] ms., and the threshold for adaptation
is 𝑅𝑚𝑎𝑥 = 40 ms. These four variants correspond to the following
cases: (i) no uncertainty, in which there is full model fidelity (𝜇 = 1)
and no sensor observation error (𝜅 = 0), (ii) sensing uncertainty,
in which 𝜇 = 1 and 𝜅 = 20, (iii) model abstraction uncertainty, in
which 𝜇 = 30 and 𝜅 = 0, and (iv) combined sensing and model
abstraction uncertainty, where 𝜇 = 30 and 𝜅 = 20.

Results of the analysis (Figure 4) show that, as expected, the
accrued difference in utility Δ𝑈 for the execution of scenarios of
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different durations without uncertainty (𝜇 = 1, 𝜅 = 0) is always
0, given that the ground truth, observed values, and observed dis-
cretized values always coincide (i.e., ∀𝑡 {0..𝑇 }, 𝑟 (𝑡) = 𝑟 (𝑡) = 𝑟𝑑 (𝑡)).
The case with model uncertainty (𝜇 = 30,𝜅 = 0) shows that Δ𝑈 now
increases progressively with the duration of the scenario as multi-
ple instances of systems states in which 𝑟𝑑 ≠ 𝑟 are given, reaching
a maximum of Δ𝑈 = 217 when 𝑇 = 20. The case in which uncer-
tainty is due to imperfect sensing (𝜇 = 1, 𝜅 = 20) shows that Δ𝑈
also increases over time in states in which 𝑟 ≠ 𝑟 , reaching a value of
Δ𝑈 = 380 when𝑇 = 20. This form of uncertainty has an impact that
is in this case ≈ 1.75 times that of model uncertainty. Finally, the
case in which we have both sensing and model uncertainty (𝜇 = 30,
𝜅 = 20) shows that impact on Δ𝑈 also accrues progressively, but at
a higher rate, compared to any of the other uncertainties considered
individually. The impact on Δ𝑈 reaches a maximum value of 584,
which is ≈ 1.53 times the impact of sensing uncertainty, and ≈ 2.69
times the impact of model uncertainty. These results indicate that
different sources of uncertainty can compound and have a notable
impact on the achievement of system goals.

Figure 4: Impact of 2-way Model-Sensing interaction on ac-
crued system utility in Znn.com.

2.2.2 Other examples of uncertainty interaction. Beyond the exam-
ple discussed in this section, there are multiple other sources of
uncertainty that can interact in software-intensive systems. These
interactions can involve an arbitrary number of uncertainty sources,
but we present only pairwise interactions for illustration purposes:
Time andmeasurement uncertainty. The uncertainty in the time
that spans between the triggering of an adaptation like activating a
server in Znn.com, which can take between seconds and minutes,
and the instant in which its effects take place, can interact with
the imperfect sensing of system variables. A delayed or anticipated
triggering of the adaptation due to error in response time measure-
ment can compound with adaptation latency, causing the system
to execute adaptations that are not required yet, or not needed
anymore after a transient change.
Model abstraction and physical environment. An autonomous
service robot operating in a healthcare facility is tasked with nav-
igating between two locations and may face uncertainty due to:
(i) its limited knowledge of the environment (e.g., presence of peo-
ple in corridors, remaining energy in the battery – which has to be
estimated based on measured voltage), and (ii) an overly abstract
model of the environment that does not represent the geometry
of obstacles in detail and can increase the chance of collision and

the need of subsequent recovery routines that increase energy con-
sumption. These uncertainty sources, when considered together
can cause the robot to deplete its battery before completing its task,
when individual sources of uncertainty would not have caused the
same situation. For instance, if the robot has an abstract model that
causes a collision, an accurate knowledge of remaining battery and
presence of people can allow re-planning that might still lead to
arriving at the target location. However, the same situation with
uncertainty in the remaining battery, or the presence of humans
who can delay the progress of the robot through a corridor can lead
to generating a plan based on unrealistic estimates prone to fail.

2.2.3 Limitations. The exercise of building the PRISM model used
to explore our example already points to some limitations that
current modeling notations exhibit when it comes to capturing
and reasoning about uncertainty interactions. The first one is the
inability to represent variables with an arbitrary precision. Proba-
bilistic model checkers like PRISM that enable exhaustive analysis
can only handle discrete variables, so representing uncertainty due
to discretization processes is cumbersome and possible only in a
limited number of cases. This also applies to time, which has to
be represented in a discrete fashion. Although some formalisms
like Probabilistic Timed Automata (PTA) and Continuous-Time
Markov Chains (CTMC) support capturing continous time, their
ability to capture time uncertainty is quite limited. Uncertainty due
to structural variability is also a limitation of this model, which
cannot systematically represent alternative system structures that
satisfy non-trivial structural invariants, such as those that can be
imposed by notations such as OCL [21]. Furthermore, all variables
in the model had to be captured at the same level of abstraction,
thus leaving out uncertainties that might propagate and interact
with uncertainty sources at other levels of abstraction.

3 CHALLENGES
Based on these examples and others, we next identify a set of chal-
lenges related to the modeling, analysis, mitigation, and exploration
of uncertainty in software-intensive systems.

3.1 Modeling Challenges
Providing means to model uncertainty interactions is key to analyz-
ing, mitigating and exploring the effects of such interactions. We
identify the following challenges in this context.
M1. Improving current modeling notations to represent and
manage uncertainty. Although the representation of uncertainty
in software models is improving [27], we are still far from hav-
ing sufficiently good solutions. For example, explicitly represent-
ing the uncertainties identified in Section 2—not to mention their
interactions—is not possible with most of the modeling notations
currently available. We need more expressive modeling notations to
represent and manage uncertainty at different levels of abstraction.

There is an ongoing effort within the OMG to develop a meta-
model for the precise specification of uncertainty in software mod-
els (PSUM) [22], which could provide the required set of concepts
and relations to represent uncertainty. Although this OMG proposal
could serve to enrich current modeling notations with such con-
cepts, it may remain at a too high level of abstraction to capture the
nuances in some uncertainties—such as some of the ones described
in Section 2. Moreover, in addition to representing uncertainty, it is
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just as important to be able to manage, propagate, and reason about
it. Links to the right tools for uncertainty analysis (propagation,
estimation, bounding, management) are also required.
M2. High-level modeling. Beyond representing the individual un-
certainties a system might be subject to and their sources, it would
be desirable to indicate at a very high level of abstraction what
uncertainty interactions will likely take place among specific uncer-
tainty sources. However, models at too high level of abstraction are
typically unable to capture and manage the individual uncertainties
with the required degree of precision to faithfully represent the real
systems. Hierarchies of related models that capture uncertainties
at different levels of abstraction could be an option to explore.
M3. Uncertainty interaction modeling. Different uncertainty
sources are normally represented using different notations and
at possibly different levels of abstraction, which may jeopardize
reasoning about their interactions. It is important to be able to rep-
resent how (and not only if as in Challenge M2) these uncertainty
sources are likely to interact. Different situations might occur when
two or more uncertainties interact. For instance, in the physical
world we see how uncertainties cancel each other out or at least off-
set each other’s effects, or in Section 2.2 we have seen examples of
the effect of two uncertainty sources when interacting. Identifying
the most suitable representation and underlying logic to capture
the interactions and possible emergent uncertainties is a difficult
challenge, given that no uniform notation able to represent all types
of uncertainties, and their interactions, seems possible. In addition,
models at different levels of abstraction can be generally very diffi-
cult to combine (cf. [28]), which may hinder the representation and
reasoning about the combination of the uncertainties that each of
them describes, and of their possible interactions.

3.2 Analysis Challenges
Developed independently by multiple research communities, the
wide range of methods for the analysis of uncertainty differ signifi-
cantly in the types of models, techniques and results with which
they operate. Several major challenges for the analysis of uncer-
tainty interactions stem from these differences.
A1. Integration of uncertainty analyses. The analyses of differ-
ent classes of uncertainty yield results that are often qualitatively
different, precluding a meaningful integration. As an example, the
statistical analysis used to analyse measurement uncertainty typ-
ically produces confidence intervals (in frequentist statistics) or
credibility intervals (in Bayesian statistics), while the probabilistic
modelling techniques used to establish dependability and perfor-
mance properties of software systems operate with point estimates
of the probabilities of transition between pairs of system states.
A2. Complex relationships between uncertainty analyses. Be-
cause of the nonlinear dependencies between different types of
uncertainty, selecting the right levels of precision for each individ-
ual analysis is challenging. The conservative analysis of each source
of uncertainty can lead to a combined overall result that cannot
guarantee compliance with the dependability, performance, and
resource use of the system because it is overly conservative. While
analyses carried out more precisely avoid this limitation, they re-
quire the acquisition of more data, larger models, and significantly
higher computational overheads and latencies.

A3. Multiple changes in uncertainty. Changes—whether gradual
or sudden—in the uncertainty characteristics (e.g., probabilities)
associated with a single source of uncertainty are already difficult
to handle in the analysis of software systems. Detecting changes
due to multiple sources of uncertainty and reapplying the analyses
required to establish their combined impact on a software-intensive
system necessitates techniques for compositional and incremental
analysis that are largely unavailable today.

3.3 Mitigation Challenges
Beyond the ability to model and analyze uncertainty interaction, an
important challenge is to be able to reason about ways to mitigate —
or reduce – the impact of uncertainty interaction [9, 19]. Such miti-
gations can take the form of actions that explicitly target sources of
uncertainty and their interaction by allocating resources to narrow
the degree of uncertainty [9]. For example, increasing the number
of active sensors on a robot can decrease uncertainty in the position
of the robot. However, given that there are costs associated with
such reductions, a key question to answer is whether the increase
in expected system utility is justified by those costs. This leads to a
significant challenge for modeling: namely, being able to predict
the consequences of uncertainty reduction and to make tradeoffs
between the costs and benefits of doing so.

When carrying out uncertainty reduction it may be possible to
exploit some common modeling patterns of uncertainty interac-
tion to reason about appropriate mitigation actions. Examples of
modelling challenges to support such inference include at least the
following three forms of interaction and mitigation.
Mt1. Dominance. It may be that one form of uncertainty domi-
nates (or subsumes another) and that by reducing the dominant
uncertainty dimension necessarily reduces the other. For exam-
ple, uncertainty about a robot’s location that is reduced through
turning on a headlight might completely dominate the uncertainty
associated with a robot’s intrusiveness.
Mt2. Augmentation: Some uncertainties may be highly correlated
with each other (but neither dominating the other), so that un-
certainty reduction of one type may positively affect reduction of
another. For example, uncertainty about a robot’s location may be
augmented by uncertainty about the safety of the robot, and that
by reducing location uncertainty (e.g., turning on a spotlight in a
dark area) the other uncertainty is also partially reduced. Models
should be able to help determine the degree of such correlation.
Mt3. Conflicts. Reduction of uncertainty of one form may increase
uncertainty in another form. For example, devoting resources to
reduce uncertainty about robot location, may remove resources
from another aspect of a robot’s behavior, increasing its uncertainty.
For example adding sensors to improve localization may increase
uncertainty about a robot’s power reserve. Models of uncertainty
reduction should expose and allow reasoning about such tradeoffs.

3.4 Exploration Challenges
Given the range of uncertainty sources, the different types of un-
certainty interaction, and the potentially negative consequences of
uncertainty interaction, it becomes increasingly important to have
effective proactive uncertainty interaction exploration capabilities.
Taking a model-driven engineering approach to UIP provides a
number of opportunities with respect to scalability and automated
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analysis capabilities. For UIP exploration, however, the aforemen-
tioned challenges become accumulative, with an added complexity
posed by the human in the loop. We identify three key model-based
challenges when exploring UIP.
E1. Exploring Multiple Sources of Uncertainty.With multiple
modeling notations to capture the different types of uncertainty,
each of which captures different levels of abstraction, temporal gran-
ularity, and precision, the corresponding but disparate uncertainty
analysis techniques make it difficult to explore different scenar-
ios of uncertainty interaction. As such, in addition to overcoming
the analysis challenges (i.e., A1-A3), UIP exploration requires the
ability to understand tradeoffs between different configurations
of uncertainty sources, which will be limited by the respective
modeling expressiveness and analysis techniques. How can the
different uncertainty models incorporate and process historic data,
synthetic data (e.g., adversarial, diverse known unknown environ-
ment, probabilistic), to provide predictive capabilities? For example,
how can frameworks, such as MODA [11] be leveraged and cus-
tomized to provide data-centric exploration of heterogeneous mod-
els to explore uncertainty interaction scenarios. In Section 2.2.1, we
illustrated how formal analysis techniques can be used to detect un-
certainty interaction, but we are also interested in more open-ended
exploration – how can the disparate uncertainty models be inte-
grated for exploration in search-based frameworks, such as game
theory, probabilistic analysis, and general "what if?" scenarios?
E2. Executable Environments.Many of the sources of uncertainty
require dynamic, behavioral analysis. For uncertainty interaction
exploration purposes, executable models are invaluable. "What if?
scenario exploration requires a broad range of configuration capabil-
ities to handle the different sources of uncertainty and range/types
of data. Digital Twin frameworks have largely focused on system
functionality and performance, but how they can be revised to
explore uncertainty interaction explicitly remains a challenge.
E3. UIP Visualization. Exploring uncertainty interaction will in-
volve humans in the loop to both configure uncertainty interaction
model-based exploration (e.g., identify relevant uncertainty models,
identify relevant data, identify appropriate uncertainty analysis
techniques), but also to interpret the resulting exploration results.
As such, informative and interactive visualization techniques are
needed to support uncertainty interaction exploration tools.

4 DESIDERATA
We build upon the challenges identified to pin down desiderata for
modeling notations that can help to address the UIP and, ultimately,
to provide better system assurances.
D1. Uncertainty Patterns. One way to address challenge M2 is to
develop a set of high-level patterns that account for the different
uncertainty sources. These patterns should be able to express the
uncertainty sources and interactions that can have an influence on
the system, and appropriately combine them when required. Stan-
dardisation efforts, such as the PSUM, can help lay the groundwork
for describing such patterns in a precise and uniform way. Such
patterns could also provide uncertainty mitigation actions in the
form of model transformations or analyses for reducing uncertainty,
addressing mitigation challengesMt1-Mt3.
D2. Hierarchy of domain-specificmodeling languages (DSMLs).
Uncertainty sources and interactions can be specified in models

either in an intrusive or non-intrusive way. The former approach
requires extending the models’ syntax and semantics with nota-
tions to represent uncertainties. A non-intrusive approach can be
addressed with the use of external DSMLs that contain references
to the system’s models. Indeed, the uncertainty patterns mentioned
above can be specified with appropriate high-level DSMLs, address-
ing challenge M2. In fact, we can think of a hierarchy of DSMLs
for uncertainty representation. High-level DSMLs would allow to
indicate the likely occurrence of uncertainty sources and their in-
teractions through the instantiation of patterns. Then, lower-level
DSMLs must allow to specify how each uncertainty pattern is to be
materialized in each specific system. The lower-level DSMLs would
address challenge M3. These DSMLs must allow describing how
each uncertainty source might affect the system and modeling how
the interaction of the uncertainty sources can affect the system,
addressing challenge A1. All uncertainty sources and interactions
should be defined at the same level of abstraction.

The amount of detailed information we have during modeling
can vary, so we need to be able to define uncertainty sources and
interactions with different level of detail—this is akin to the concept
of multi-fidelity in the field of digital twins [3]. This emphasizes
the importance of a hierarchy of DSMLs: the user must employ
the DSMLs at the appropriate level of abstraction. Hierarchical
modeling languages could provide a basis for addressing challenge
A2 by reasoning at multiple levels about uncertainty mitigation by
providing both abstract and concrete operations and ways to reason
about cross-model interactions, where the impact of uncertainty
reduction of one type can impact positively or negatively other
types of uncertainty.
D3. Robustness. The analysis of uncertainty models should yield
results that are not affected significantly by small changes and/or
small estimation errors in the model parameters. This is required
in order to limit the frequency with which the models need to be
re-analysed after changes (challenge A3) and to support “what
if” scenario exploration (challenge E2). Advances in confidence-
interval model checking [5, 6] and the synthesis of robust software
system designs [4] satisfy this desideratum for a single source of
uncertainty, but cannot yet handle the uncertainty interactions.
D4. Reusability. Having a library of high-level patterns and non-
intrusive DSMLs as described above, these should be reusable across
different systems and models. This involves challenges M1, M2,
andM3. Such reusability also applies to adressing challenges across
across analysis, mitigation, and exploration.
D5. Compositionality. This is another feature that the DSMLs
should have. In order to more effectively use a hierarchy of reusable
DSMLs, these should be defined in a compositional fashion. Com-
positionality would enable us to address challenges such as M3
by facilitating the description of interactions of uncertainty from
multiple sources and at different levels of abstraction, and A3 by en-
abling the compositional and incremental analyses of qualitatively
different aspects of the system (e.g., uncertainty due to structural
variability vs. stochastic behavior).Compositional reasoning should
also be extended to understanding how uncertainty mitigations
(Mt1-Mt3) performed on one model affect uncertainties in another.
D6. Configurability. In order to support model exploration for
different combinations and instantiations of uncertainty sources,
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the models and their respective analysis techniques should be in-
dependently and correlated configurable. With configurability, the
reusable patterns can be better leveraged for both the models and
the applicable analysis techniques to address interaction detection
and mitigation, thereby addressing E1-E3 and Mt1-Mt3. For ex-
ample, the different sources of uncertainty for the robot can be
configured (i.e., instantiated), either manually or automatically, to
detect and explore the different types of uncertainty interaction,
while not being limited to pairwise interaction.
D7. Executability.To facilitate uncertainty interaction analysis and
exploration, model executability is an important property. When
combined with configurability, uncertainty interaction exploration
can be dynamically observed, which would better inform the devel-
oper how to mitigate the interaction problem(s), thereby addressing
both E1-E3 andMt1-Mt3.

5 CONCLUSIONS
This paper described the Uncertainty Interaction Problem, focusing
on it from a model-driven engineering perspective. The motivation
has been illustrated with a detailed example in the context of an
autoscaling news website infrastructure. We have outlined a set
of challenges that concern the representation, analysis, mitigation,
and exploration of interactions among uncertainties, as well as
desiderata for future modeling notations to tackle those challenges.

Future work will involve building a repository of patterns to
capture uncertainty interactions and their corresponding solutions.
We will leverage the template from Gamma et al [13] and extend
it to include fields specific to capture UIP concerns, including the
sources of uncertainty, the level(s) of abstraction in which interac-
tion occurs, effects of interaction and properties of interest.

We believe that this is an important area that deserves the atten-
tion of the modeling community, and that research in this direction
will pave the way towards more holistic approaches that enable the
construction of safer andmore resilient software-intensive systems.
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