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ABSTRACT. We discuss some of the properties of a class of conformal mappings
introduced in a joint work with O. Blasco and M. A. Marquez and show that
they can be used to prove the sharpness of a number of embedding theorems
between certain spaces of analytic functions and, also, to prove that, for 1 <
p < 00, the space BN HP (where B is the Bloch space) does not have the so
called f-property of Havin.

1. Some results on conformal mappings

1.1. Basic notation. Let D denote the open unit disk of the complex plane
C.If 0<r <1 and f is an analytic function in D (abbreviated f € H(D)) we set

1/p

M) = (5o [ W) L ) = M) 0 p < ),

Moo(r7f): sup ‘f(reit”'

0<t<2m

For 0 < p < oo the Hardy space HP consists of those functions f € H(D) for which

N o &of SUPg< 1 Mp(r, f) < c0. We refer to [9] for the theory of Hardy spaces.

The space BMOA consists of those functions f € H' whose boundary values have
bounded mean oscillation on T = 9D (cf. [4], [11] and [14]).
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1.2. On the relation between M (r,F) and M;(r,F’) when F is a
conformal mapping from the unit disk onto a certain domain. Let € be
a simply connected domain contained in C with 0 € Q # C and let F' be the
conformal mapping from D onto  with F'(0) = 0 and F’(0) > 0. We note that,
for 0 < r < 1, the quantity 27rM; (r, F') represents the length of the closed curve
C, which is the image under F of the circle {|z| = r}. Clearly, we have that
Moo (r, F) <length(C,), 0 < r < 1, and, hence,

(1.1) My (r,F) = O (My(r,F")), asr— 1.

It is natural to look for a geometric condition on the domain €2 which is sufficient
to imply that the quantities My (r, F') and M (r, F) are comparable. Keogh [24]
and Hayman [22] proved that being starlike with respect to the origin is not such
a sufficient condition.

1.3. Circularly symmetric domains. A domain 2 in C is said to be circu-
larly symmetric if, for every r with 0 < r < oo, QN {|z] = r} is either empty, is
the whole circle |z| = r, or is a single arc on |z| = r which contains z = r and is
symmetric with respect to the real axis.

Let €2 be a simply connected and circularly symmetric domain in C with Q # C
and 0 € Q. Let F be the conformal mapping from D onto 2 with F'(0) = 0 and
F’(0) > 0. Then (see [23] or the Corollary in p. 154 of [3]) it is known that:

(a) Moo(r, F)=F(r), 0 <r < 1.

(b) For every r with 0 < r < 1, |F(re®)| is a decreasing function of 6 in [0, 7).

1.4. The geometric condition. In the following theorem, which was ob-
tained in a joint work with O. Blasco and M. A. Mérquez [5], we give a geometric
condition on Q which implies that M. (r, F) < My(r, F’), as desired.

THEOREM 1.1. ([5, Theorem 3.1]). Let 2 be a domain in C with 0 € Q and
Q # C. Suppose that Q is both circularly symmetric and starlike with respect to
0. Let F be the conformal mapping from D onto Q with F(0) = 0 and F’(0) > 0.
Then there exists a positive constant C such that

(1.2) 2rr My (r, F') < CMoo(r, F), 0<r<1.
Consequently,
(1.3) Moo(r,F) < My(r,F"), asr—1.

To prove Theorem 1.1 we use (b) together with the well known fact that (see
p. 43 of [29] or p. 41 of [10]), since 2 is starlike with respect to the origin, for every
r with 0 < r < 1, arg F(re??) is an increasing function of 6 in [0, 27].

1.5. A special type of domain. In this section we consider a certain family
of domains which satisfy the conditions of Theorem 1.1 and which have been useful
to solve a number of problems in the theory of spaces of analytic functions.

Let T' = {7,}52, be a decreasing sequence of positive numbers with 1, < 1.
We set

(14)  Qr =Q,;=DuU (U{z:|1mz| < n,Rez>0,n < |z <n+1}>.

n=1
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It is clear that the domain Qr is circularly symmetric and starlike with respect to
the origin. Consequently, if Fr is the conformal mapping from D onto Qr with
Fr(0) =0 and FL.(0) > 0, we have that:

(1) ]\400(7‘7 FF) = FF(T), 0<r<l.

(i) Moo(r, Fr) < My (r, F}.), asr — 1.

Furthermore, | Im Fr| is bounded and, hence

(iii) Fr € BMOA.

Using the Carathéodory kernel convergence theorem (cf. [29, pp. 28-31]), we
can prove the following result (see the proof of Theorem 3.2 of [5] for the details).

THEOREM 1.2. Let ¢ : [0,1) — [0,00) be a function with ¢(r) — oo asr — 1.
Then there exists a decreasing sequence of positive numbers T' = {v,}°°, with
v < 1 such that, if Fr is the conformal mapping from D onto Qr with Fr(0) = 0
and F{.(0) > 0, then we have that Fr(r) — oo, asr — 1 and

(1.5) Moo(r, Fr) = Fr(r) < p(r), 0<r<1.

2. On the sharpness of certain embedding theorems

2.1. Bloch functions and normal functions. We recall that a function f
analytic in D is a Bloch function if

sup(1 — [2[*)] f'(2)] < oo
zeD

The space of all Bloch functions is denoted by B. It is well known that
H* C BMOA C B.

The little Bloch space By consists of those functions f which are analytic in D and
satisfy
lim (1~ 2])|f'(2)| = 0.

|z|—1
The space By is a closed subspace of the Bloch space. In fact, By is the closure of
the polynomials in the Bloch norm. We mention [2] as a general reference for the
theory of Bloch functions

A function f which is meromorphic in D is said to be a normal function if
2y f7(2)]
S DTG <

We refer to [2] and [29] for the theory of normal functions. For simplicity, let N
denote the set of all holomorphic normal functions in . Any Bloch function is a
normal function, that is, B C N.

2.2. Mean Lipschitz spaces of analytic functions. If f is a function which
is analytic in D and has a non-tangential limit f(e??) at almost every e € T, we
define
(2.1)

1 s
o0, f)= s —/
)= s (5[

Weo(d, f) = sup (ess.sup |f(e0+)) — f(eia)|> , 6>0.

0<[t|<s \Og[—m,7]

1/p
Py~ | dp) T 5> 0. it1sp<oe,
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Then wy (., f) is the integral modulus of continuity of order p of the boundary values
f(e®) of f.

Throughout the paper w : [0,1] — [0,00) will be a continuous and increasing
function with w(0) = 0. Then, for 1 < p < oo, the mean Lipschitz space A(p,w)
consists of those functions f € HP which satisfy

wp(6, f) = O(w(6)), asd—0.
If 0 < o« <1 and w(d) = 0%, we shall write A? instead of A(p,w), that is, we set
AP =A(p,0%), O0<a<l, 1<p<oco.

A classical result of Hardy and Littlewood [20] (see also Chapter 5 of [9])
asserts that for 1 <p < oo and 0 < a < 1, we have that

(2.2) AP = {f analytic in D: My(r, f') =0 ((1—1‘)10‘)’ asr — 1} .

Blasco and de Souza found in [6] conditions on w so that the result of Hardy
and Littlewood can be extended to the spaces A(p,w). Namely, they proved that
if w satisfies the so called Dini condition and the condition by (see [6], [5] or [13]
for the precise definitions) then, for 1 <p < oo,

1—
(2.3) Alp,w) = {f analytic in D : My(r, f') =0 (M) ,asr — 1} :
—r
Let 1 < p < oo and let ¢ be a non-negative function defined in [0,1). We define
L(p, @) as the space of all functions f analytic in D for which
(2.4) My(r, ) = O(6(r)), asr— 1.

We remark that L(p,¢) C L(q,¢), if 1 < ¢ < p. Notice that (2.2) can be
written as

1
(2.5) Ag:c(ﬁvw), 1<p<oo, O0<a<l,

and (2.3) is equivalent to

(2.6 Apw) = £ (p, “’(1‘”) |

Cima and Petersen proved in [8] that A2 /2 C BMOA. This result was extended
by Bourdon, Shapiro and Sledd who proved the following result in [7]:

(2.7) A’l’/p C BMOA, 1<p< .

For p = 1 we have a stronger result. Indeed, a classical result of Privalov [9,
Th. 3.11] asserts that a function f which is analytic in D has a continuous extension
to the closed unit disk D whose boundary values are absolutely continuous on 9D
if and only if f' € H'. In particular, we have
(2.8) flfed'= fe Ac H™,
where, A denotes the disk algebra. Using (2.2), we see that the the condition
f’ € H! is equivalent to saying that f € A}. Hence, (2.8) can be written as
(2.9) Al c Ac H™.

The author proved in [12] that (2.8) (or, equivalently, (2.9)) is sharp in a very
strong sense:
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THEOREM 2.1. ([12, Theorem 1]). Let ¢ be any positive continuous function
defined in [0, 1) with ¢(r) — oo, as r — 1. Then, there exists a function f € £L(1, ¢)
which is not a normal function.

Hence, no condition on the growth of M (r, f') other that its boundedness is
enough to conclude that f € N. We recall here that A C H® ¢ BMOAC BCN.

The original proof of Theorem 2.1 was constructive. The constructed function
f was of the form f = BF where B is a Blaschke product and F' is a function given
by a series of analytic functions in D which converges uniformly on every compact
subset of D. The constructions of B and F' were very involved, and made use in an
essential way of certain sequences introduced by K. I. Oskolkov in several contexts
(see, e.g., [26, 27, 28]). But now is possible to give a much simpler proof of
Theorem 2.1, independent of the Oskolkov’s sequences, using Theorem 1.2 and the
following result about Blaschke products proved in collaboration with C. Gonzélez.

THEOREM 2.2. ([15, Theorem 1]). Let B be an interpolating Blaschke product
with positive zeros. Then there exist two positive constants C7 and Cs, and py €
(0,1) such that

(2.10) Cin(r,B) < My(r,B') < Can(r,B), po<r <1,
where, for 0 < r < 1, n(r, B) denotes the number of zeros of B in the disk {|z| < r}.
We remark that Girela and Peldez [18] have recently improved this result show-

ing that the conclusion holds for any infinite Blaschke product whose sequence of
zeros is exponential.

Proof of Theorem 2.1. Set ¢(r) = \/¢(r), 0 < r < 1. Using Theorem 1.2, we
see that there exists a decreasmg sequence of positive numbers I' = {7, }52, Wlth
~v1 < 1 such that, if Fr is the conformal mapping from D onto Qp with Fr(0) =0
and F{.(0) > 0, then we have that Fp(r) — oo, as 7 — 1 and

(2.11) Moo (r, Fr) = Fr(r) < p(r), 0<r<l1.
Using the results of Section 1.5, it follows that we also have
(2.12) M (r, F{) = O(¢(r)), asr— 1.

Now, using Theorem 2.2, it follows easily (see [15, pp. 7-8] for the details) that
there exists an interpolating Blaschke product B whose zeros {a,} are positive and
such that

(2.13) M (r,B") =

O(
For simplicity set Fr = F and define f(z) = B(2)F(z) (¢ € D). Bearing in mind
that B is bounded by 1 and using (2.12), (2.13) and (2.11), we see that

Mi(r, f') < My(r, F') + My (r, B )M (r,F) = O (¢*(r)), asr— 1.

Hence, f € L(1,¢).
On the other hand, we have

2y |f'(an)]
(214) ey e
Since B is an interpolating Blaschke product, it follows that there exists § > 0
such that (1 —|an|?)|B'(as)| >4, for all n. The fact that F is unbounded to-
gether with (2.11) implies that F'(a,) — o0, as n — oo. Then (2.14) implies that

(1- |an|2)H|_fl;c((+;))|‘2 — 00, as n — oo and, hence, f is not a normal function. (J

o(r)), asr— 1

= (1= lan[*)|B'(an)||F (an)].
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Similar arguments can be used to prove the sharpness of (2.7). Indeed, we
have:

THEOREM 2.3. ([15, Theorems 1.4 and 1.5]). Let 1 < p < oo and let w :
[0,1] — [0,00) be a continuous and increasing function with w(0) = 0 and
w(9)
oL/p
and set ¢(r) =w(l —7r)/(1 —7) (0 <r < 1), then there exists f € L(p, ¢) which is
not a normal function.
If we assume in addition that w is a Dini weight and satisfies the condition b;
then we can assert that there exists f € A(p,w) which is not a normal function.

— 00, asd— 0.

The functions f constructed to prove this theorem are also of the form f = F'B
where F' is a conformal mapping from D onto one of the domains r considered
in Section 1.5 and B can be taken to be the Blaschke product whose sequence of
zeros is {1 — 277} ;.

2.3. An open question. All the examples of non-normal functions f con-
structed in [5, 12, 13, 15] to prove the sharpness of (2.7) and (2.9) are of the form
f = FB where F is a certain analytic function and B is a Blaschke product. It is
natural to ask whether or not Blaschke products are really needed. More precisely,
we may raise the following questions.

QUESTION 2.4. If ¢ is a positive continuous function defined in [0,1) with
¢(r) — o0, as r — 1, does there exist an outer function f € £(1, ¢) which is not
a normal function?

QUESTION 2.5. Suppose that 1 < p < oo and let w : [0,1] — [0,00) be a
continuous and increasing function with w(0) = 0 and w(8)6~/? — oo, as § — 0.
Set ¢(r) = w(l —r)/(1 —r) (0 < r < 1). Does there exist an outer function
f € L(p, ¢) which is not a normal function?

We do not know the answer to these questions. We can just prove that there
exist non-Bloch outer functions in the desired spaces L(p, ¢).

THEOREM 2.6. (i) Let ¢ be a positive continuous function defined in [0,1) with
¢(r) — 00, as T — 1. Then, there exists an outer function f € L(1,¢) which is not
a Bloch function.

(#i) Suppose that 1 < p < oo and let w : [0,1] — [0,00) be a continuous and
increasing function with w(0) = 0 and w(6)6~'/? — oo, as & — 0. Set ¢(r) =
w(l=7r)/(1—7) (0 <r <1). Then there exists an outer function f € L(p, p) which
is not a Bloch function

Proof. We shall just prove (i), the same argument works for (ii). Let F' and B be
the functions constructed in the proof of Theorem 2.1. Set G(z) = F(z)/z (2 € D).
Since F is a conformal mapping from D onto a certain domain Q with F(0) = 0, it
follows that G is an outer function (see [9, Theorem 3.17]). Also, it is clear that
(2.15) Mo(r,G) < My (r,F) and My(r,G') < My(r,F'), asr— 1.

On the other hand, Re(B(z) + 1) > 0, for all z, which implies that B + 1 is also
an outer function. Since the product of two outer functions is an outer function, it
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follows that the function g = G(B + 1) is outer. Using (2.15), it follows easily that
g€ L(1,9).

Recall that B is an interpolating Blaschke product with positive zeros {a,}
and that FF € BMOA C B. Then, also G € B and

(2.16) (1 = lan |G (an)(B(an) + )| = (1 = |an])|G'(an)| = O(1).

Since (1 — |an|)|B’'(an)| > §, n > 1, for a certain § > 0, and |G(ay)| — oo, as
n — o0, it follows that (1 — |a,|)|B’(an)G(an)| — oo, as n — oo, which, together
with (2.16), yields (1 — |an]|)|¢'(an)| — o0, as n — oco. Thus, g ¢ B. O

3. Bloch functions and division by inner functions

In this section we shall consider another problem on analytic function spaces
which can be solved making use of the conformal mappings introduced in Sec-
tion 1.5.

We recall that a function I, analytic in D, is said to be an inner function if
I € H* and I has a radial limit I(e®?) of modulus one for almost every €% € OD.

DEFINITION 3.1. A subspace X of H! is said to have the f-property (or prop-
erty of division by inner functions) if h/I € X whenever h € X and [ is an inner
function with h/I € H'.

These notion was introduced by Havin [21]. Lots of spaces including the Hardy
spaces HP (1 < p < o0), the Dirichlet space D and several spaces of Dirichlet type,
the spaces BMOA and VMOA, the Lipschitz spaces A, (0 < a < 1), the disc
algebra A and many other are known to have the f-property. We mention the
recently published paper [17] as a source to find these and many other results
and references about the f-property and the stronger K-property introduced by
Korenblum in [25].

The first example of a space not possessing the f-property was given by Gu-
rarii [19] who proved that the space of analytic functions in I with an absolutely
convergent power series does not have the f-property. Later on Anderson proved
in [1] that By N H* does not have the f-property. Consequently, the same is true
for By N HP for every p € [1,00).

Since H* C B, we see that BN H> = H* which has the f-property. However,
for 1 < p < oo the question of whether or not the space BN HP has the f-property
remained open. In a joint work with C. Gonzdlez and J. A. Peldez (cf. [16]) we
have solved this problem, proving the following result:

THEOREM 3.2. ([16, Theorem 1.4]). If 1 < p < oo then the space BN HP does
not have the f-property.

Sketch of the proof. Let B be an infinite Blaschke product in By, whose se-
quence of zeros has a subsequence accumulating at 1 (the existence of such a product
was first proved by Sarason [30]). Set

1

M(T) :rgs‘li‘lil(l - |z| )‘B (Z) ’ 80(7”) = m7 0<r<l.

Since B € By, we have that ¢(r) 1 oo, as r T 1. Let F' = Fr be the conformal
mapping constructed in Theorem 1.2 for this ¢ and set f = BF. It is easy to see
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that
(3.1) feBNH?, forall p<oo.

Let now B; be an interpolating Blaschke product, subproduct of B, whose
sequence of zeros tends to 1 and set
B /

=, g=-21 =BF
Bl’ g B2 1

It is clear that By is a Blaschke product and that g € HP for all p < oco. On the
other hand, using that B; is an interpolating Blaschke product, we can deduce that
g ¢ B which, together with (3.1) and (3.2), implies that BN H? (1 < p < o0) does
not have the f-property. O

(3.2) By =
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